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Abstract

A Bayesian method for estimating the amino acid distributions in the states of a hidden Markov model (HMM) for a protein family or the columns of a multiple alignment of that family is introduced. This method uses Dirichlet mixture densities as priors over amino acid distributions. These mixture densities are determined from examination of previously constructed HMMs or multiple alignments. It is shown that this Bayesian method can improve the quality of HMMs produced from small training sets. Specific experiments on the EF-hand motif are reported, for which these priors are shown to produce HMMs with higher likelihood on unseen data, and fewer false positives and false negatives in a database search task.

Introduction

Hidden Markov models (HMMs) are a class of statistical models, related to profiles (Waterman and Perlwitz, 1986; Barton and Sternberg, 1990; Gribskov et al., 1990; Bowie et al., 1991; Lüthy et al., 1991), that can be successfully applied to the problems of modeling protein and nucleic acid families (Churchill, 1989; White et al., 1994; Stultz et al., 1993; Krogh et al., 1994; Hughey, 1993; Baldi et al., 1992; Baldi and Chauvin, 1994; K. Asai and S. Hayamizu and K. Onizuka, 1993). HMMs can be extremely effective for database searching and, without the aid of three-dimensional structural information, can in some cases generate alignments equal in quality to those produced by methods incorporating such high-level information.

One disadvantage of HMM methods is that they require many training sequences from the protein family or domain of interest. When training sets are small, calculating the optimal model for a given protein family is difficult because there are insufficient data to properly estimate the parameters. As only a small number of sequences is available for most protein families and domains, to date the method has only been applied to large, well studied families such as the EF-hand family of proteins that posses a Ca metal ion binding motif. Experimenting with the globin family, we found that 200 randomly chosen family members were required to obtain quality models. The majority of protein families represented in the databases contain far fewer members.

One natural solution is to introduce additional prior information into the construction of the HMM. In this paper, we present methods for incorporating prior knowledge of typical amino acid distributions over positions in multiple alignments to the problem of HMM training. In fact, our HMMs themselves include a linear chain of match states that capture amino acid distributions for each position in the multiple alignment of a protein family. Thus, in a bootstrapping procedure, we can use distributions from our previously built HMMs to generate prior information for the next model. Additionally, databases can be searched with the model built from a small training data set to find new members of the family, increasing the size of the training set.

In this paper, we introduce Dirichlet mixture densities (Antoniak, 1974) as a means of representing prior information about typical amino acid distributions. A related use of mixture priors, in this case Gaussian mix-
ture priors used in the context of neural net training, was given in (Nowlan and Hinton, 1992). The Dirichlet mixtures cluster amino acid distributions into prototypical classes of distributions. Using Bayes’ rule, Dirichlet mixture densities can be combined with observed frequencies of amino acids to obtain posterior estimates of amino acid distributions. In a detailed set of experiments on building HMM models of the EF-hand motif, we show that such posterior estimates lead to superior HMMs. In particular, we show that HMMs for the EF-hand motif trained using appropriate priors produce models that have higher likelihood with respect to independent (non-training) sets of EF-hand motifs. Furthermore, we show that these models produce fewer false positive and false negative sequences when searching a database.

Our present work has several conceptual similarities with profile methods, particularly in regard to seeking meaningful or prototypical amino acid distributions for use in database search and multiple alignment (Waterman and Perlwitz, 1986; Barton and Sternberg, 1990; Gribskov et al., 1990; Bowie et al., 1991; Lüthy et al., 1991). In particular, Lüthy, McLachlan and Eisenberg (1991) have analyzed multiple alignments using secondary structure information to construct a set of distributions describing the columnar statistics of secondary protein structures. The result of their work is a set of nine probability distributions, which we will call the LME distributions, describing the distribution of amino acids in nine different structural environments in a protein. These LME distributions have been shown to increase the accuracy of profiles in both database search and multiple alignment by enabling them to take advantage of prior knowledge of secondary structure.

There are two difficulties in applying the LME distributions to HMMs. First, there is no measure of how much variance is associated with each of the distributions. This is important because Bayes rule demands that in computing the posterior, the observed frequency counts be modified less strongly when the prior distribution has a very high variance. Second, the LME distributions are directly associated with secondary structure, whereas we assume no secondary structure information is available.

Instead of beginning with secondary structure, our approach is to use unlabeled training sequences to discover, through clustering, those classes of distributions of amino acids that are intrinsic to the data. We do this with statistical methods that directly estimate the most likely Dirichlet mixture density from observed counts of amino acids. In several cases, the amino acid distributions we find are easily identified as typifying some commonly found distribution (e.g., a large nonpolar), but we do not set out a priori to find distributions representing these structures.

1In more recent work, they have used 18 different distributions (Bowie et al., 1991).

For a review of the essentials of the HMM methodology we use, including architecture, parameter estimation, multiple alignments, and database searches, see (Krogh et al., 1994).

Modeling amino acid distributions with Dirichlet mixtures

Examining the columns in a large multiple alignment of a homologous set of protein sequences, we see a variety of distributions of amino acids. In the extreme case, when an amino acid is highly conserved at a certain position in the protein family, such as the proximal histidine that coordinates the heme iron in hemoglobin, the distribution of amino acids in the corresponding column of the multiple alignment is sharply peaked on that one amino acid, whereas in other cases the distribution is spread over many possible amino acids.

There are many different commonly occurring distributions. Some of these reflect preference for hydrophobic amino acids, some for small amino acids, and some for more complex combinations of physicochemical features. Using a purely statistical method, we have attempted to discover and model the major types of amino acid distributions found in columns of multiple alignments. Our principle intent was to use this information to produce better multiple alignments, but the results may also be of independent biological interest.

Our primary data is a set of $N$ count vectors. Each count vector in this set represents data from a specific column in a specific multiple alignment. Many multiple alignments of different protein families are included, so $N$ is typically in the thousands. Let us suppose that we fix a numbering of the amino acids from 1 to 20. Then, each count vector has the form $\bar{n} = (n_1, \ldots, n_{20})$, where $n_i$ is the number of times the $i^{th}$ amino acid occurs in the column represented by this count vector. We make the simplifying assumption that the amino acids in a particular column are generated independently at random according to an underlying probability distribution $\bar{p} = (p_1, \ldots, p_{20})$ over the 20 amino acids. Each column, however, is assumed to have its own unique probability distribution. Our goal is to model the kinds of distributions $\bar{p}$ that are most likely generating the actual observed count vectors.

A trivial approach would be to estimate a probability distribution $\bar{p}$ separately for each count vector or column. Under our independence assumption, a single count vector $\bar{n}$ is interpreted as data from a multinomial distribution with unknown parameters $\bar{p}$. We can estimate the $p_i$ parameters from this data using the usual maximum likelihood method, i.e., by finding the $p_i$’s that maximize

$$\text{Prob}(n_1, \ldots, n_{20}|p_1, \ldots, p_{20})$$

As is well known, this leads to the obvious estimate $\bar{p}_i = n_i/n$, where $n = \sum_{i=1}^{20} n_i$. These $\bar{p}_i$ values are just
a summary of the raw data, and for small $n$ provide only poor estimates for the actual underlying probability distributions.

To solve this problem, we propose a two-stage stochastic model for the data. We assume that, for each count vector $\vec{n}$, first a distribution $\vec{p}$ is chosen independently from an unknown probability density $\rho$ over all such distributions, then the count vector $\vec{n}$ is generated according to the multinomial distribution with parameters $\vec{p}$. Our goal is now to bypass the estimation of the individual $\vec{p}$ parameter vectors and instead use the data from the count vectors to directly estimate the underlying density $\rho$.

To make this feasible, we have assumed a simple parametric form for the density $\rho$, initially choosing a Dirichlet density with unknown parameters $\alpha_1, \ldots, \alpha_{20}$ (Berger, 1985; Santner and Duffy, 1989). The value of $\rho$ at a particular point $\vec{p}$ is given by:

$$\rho(\vec{p}) = \frac{\prod_{i=1}^{20} p_i^{\alpha_i} - 1}{Z},$$

where $Z$ is the normalizing constant such that $\rho$ integrates to unity. Letting $\alpha = \sum_{i=1}^{20} \alpha_i$, it is easy to see that the Dirichlet density with parameters $\alpha_1, \ldots, \alpha_{20}$ is peaked around the amino acid distribution where $p_i = \alpha_i/\alpha$. The larger $\alpha$ is, the more peaked is the density. Thus, modeling $\rho$ by a simple Dirichlet density assumes that all amino acid distributions are deviations from one central underlying amino acid distribution.

Because this latter assumption seems dubious, in further experiments we have used a more complex form for the density $\rho$. In particular, we assume that $\rho$ has the form

$$\rho = q_1 \rho_1 + \ldots + q_k \rho_k,$$

where each $\rho_j$ is a Dirichlet density and the numbers $q_1, \ldots, q_k$ are positive and sum to one. A density of this form is called a mixture density (or, in this specific case, a Dirichlet mixture density), and the $q_j$ values are called mixture coefficients. Each of the densities $\rho_j$ is called a component of the mixture. By using a Dirichlet mixture, we hope to discover several underlying "prototypical" amino acid distributions: a collection of amino acid distributions such that each observed column count from a multiple alignment is very likely obtained from a minor variant of one of the prototypes. The process is similar to clustering amino acid distributions into types. However, instead of having just 20 parameters $\alpha_1, \ldots, \alpha_{20}$ to estimate, as in the case of a single Dirichlet density, we now have $21 \times k$ parameters to estimate: twenty $\alpha$ values for each of the $k$ components of the mixture and twenty mixture coefficients. This is feasible if $k$ small and the number of count vectors available is large.

We have used the maximum likelihood method to estimate the parameters of $\rho$ from the set of count vectors. Thus, we searched for the parameters of $\rho$ that would maximize the probability of occurrence of the observed count vectors. In the simplest case, we have simply fixed the number of components $k$ to a particular value and then estimated the $21 \times k$ parameters. In other experiments, we tried to estimate $k$ as well. Unfortunately, even for fixed $k$, there does not appear to be an efficient method of estimating these parameters that is guaranteed to always find the maximum likelihood estimate. However, the standard expectation-maximization (EM) algorithm for mixture density estimation works well in practice.²

The final result of this statistical estimation is a set of $k$ mixture coefficients, $q_1, \ldots, q_k$, and a set of $k$ Dirichlet parameter vectors, $\alpha_1, \ldots, \alpha_k$, where $\alpha_j$ is the vector $\alpha^{(j)}_1, \ldots, \alpha^{(j)}_{20}$ of parameters of the $j$th Dirichlet component in the mixture. These parameters are possibly interesting in themselves, in terms of what they reveal about protein structure (as discussed in the next section), however their main use will be in improving multiple alignments and other models derived from multiple alignments, such as profiles and HMMs.

Consider the production of a multiple alignment for a protein family. From one column in a rough, initial alignment, a count vector $\vec{n}$ is obtained. One immediate question to consider is whether or not the count vector is similar to one of the distributions on amino acids that commonly occurs in protein families. If this is the case, then this can be considered evidence for the accuracy of the alignment (otherwise, it may be considered evidence against that particular alignment). Furthermore, assuming a correspondence, one may ask what structural role is usually played by positions that have this kind of distribution and use this information to discover the common structure of the proteins family. Finally, if only a relatively small number of proteins make up the alignment (less than 30), then one does not expect the counts $\vec{n}$ to yield good estimates of the actual probabilities $\vec{p}$ that each amino acid will appear in that position in other proteins from the family not yet included in the alignment. Thus, it is difficult to use this alignment to search a database for other proteins in the family, by profile, HMM, or alternative methods. By combining these counts with prior information from the Dirichlet densities, better estimates of the $p_i$ parameters can be obtained. In this sense the Dirichlet mixture prior provides an alternative to the use of the Dayhoff matrix (Dayhoff et al., 1978), and other means of “smoothing” probability estimates based on a few occurrences of amino acids.

Once we have estimated the parameters of a Dirichlet mixture, these issues can all be addressed in a purely statistical manner. We do this by treating the Dirichlet mixture density $\rho$ as a prior probability den-

²An introduction to this method of mixture density estimation is given in the book by Duda and Hart (1973). We have modified their procedure to estimate a mixture of Dirichlet rather than Gaussian densities. The mathematical details of this will be described in a separate paper (Brown et al., 1993).
sity over the possible actual distributions \( \hat{p} \) in the new protein family being modeled. Then, given the actual counts \( \hat{n} \) for a particular column of a multiple alignment, we can use a Bayesian method to determine the type of distribution that may have generated these counts, (i.e., which of the \( k \) components of the Dirichlet mixture may have produced the underlying probability distribution \( \hat{p} \) for this position) and to produce estimates \( \hat{p}_1, \ldots, \hat{p}_k \) of the actual \( p_i \) values. The latter estimates will differ from the maximum likelihood estimates, and should be much better when \( n \) is small.

It is straightforward to derive the formulas for these Bayes estimates, assuming a Dirichlet mixture prior (Brown et al., 1993). In the first case, for each \( j \) between 1 and \( k \), we want to calculate \( \text{Prob}(j|\hat{n}) \), the posterior probability that the underlying probability distribution \( \hat{p} \) that produced the observed counts \( \hat{n} \) was chosen from the \( j^{th} \) component of the Dirichlet mixture. Hence, instead of identifying one single component of the mixture that accounts for the observed data, we determine how likely each individual component is to have produced the data. Using Bayes rule,

\[
\text{Prob}(j|\hat{n}) = \frac{q_j \text{Prob}(\hat{n}|p_j)}{\sum_{j=1}^{k} q_j \text{Prob}(\hat{n}|p_j)}. \tag{3}
\]

And, if \( n = \sum_{i=1}^{20} n_i \) and \( a(j) = \sum_{i=1}^{20} a_i^{(j)} \),

\[
\text{Prob}(\hat{n}|p_j) = \frac{\Gamma(n + 1) \Gamma(a(j))}{\Gamma(n + a(j))} \prod_{i=1}^{20} \frac{\Gamma(n_i + a_i^{(j)})}{\Gamma(n_i + 1) \Gamma(a_i^{(j)})},
\]

where \( \Gamma(x) \) is the gamma function. Hence this gives an explicit formula for the first kind of estimate.

For the second kind of estimate, the estimate of the \( p_i \) parameters from the counts \( n_i \), again using Bayes rule,

\[
\hat{p}_i = \sum_{j} \text{Prob}(j|\hat{n}) \frac{n_i + a_i^{(j)}}{n + a(j)} \tag{4}
\]

We propose this method as a new way of interpreting count data from multiple alignments. In particular, we suggest that a comprehensive Dirichlet mixture density be constructed that covers most of the amino acid distributions that have been found in existing multiple alignments. Then, when new multiple alignments are constructed, we suggest that the statistics from each column be used to classify that column based on the posterior probabilities of the components of the Dirichlet mixture, using Equation 3, and that the underlying probabilities of the 20 amino acids for that column be estimated using Equation 4. In the following section we describe the experiments we have done using this method.

\( ^3 \)This is actually the mean posterior estimate of the parameters \( \hat{p} \).

<table>
<thead>
<tr>
<th>Sequences</th>
<th>Columns in Alignment</th>
<th>Protein Family</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>147</td>
<td>Globins</td>
</tr>
<tr>
<td>193</td>
<td>254</td>
<td>Kinases</td>
</tr>
<tr>
<td>88</td>
<td>401</td>
<td>Elongation</td>
</tr>
</tbody>
</table>

Figure 2: Protein families included in the HMM data set.

Results

Obtaining Priors

As described above, our approach focuses on an automated construction of priors based on multiple alignments. Here we describe the construction of several Dirichlet mixture priors and demonstrate the effectiveness of these priors in building accurate models for the EF-hand motif.

We used two sources of multiple alignments for our raw count data: alignments from the IJSSP database (Sander and Schneider, 1991) (Figure 1), and multiple alignments we generated using HMMs to model the kinase, globin and elongation factor families (Haussler et al., 1993; Krogh et al., 1994) (Figure 2). The total number of columns from the IJSSP alignments was 5670; the number of columns from the HMM alignments totaled 802.

The IJSSP database contains multiple alignments of proteins obtained by taking a single protein whose three dimensional structure is known, and aligning to it other proteins that are deemed homologous above a certain threshold to this protein but whose structure is not known. In (Sander and Schneider, 1991), a representative set of IJSSP multiple alignments is suggested that includes a variety of different protein types. We used all the multiple alignments in this representative set with 30 or more sequences to obtain our IJSSP count data. These proteins are listed in Figure 1.

Sequences used to create HMM alignments were obtained from various sources. The training data we used to create our kinase alignment came from the March 1992 release of the protein kinase catalytic domain database maintained by S. K. Hanks and A. M. Quinn (1991). This set is biased towards sequences from vertebrates and higher eucaryotes but includes some from lower eucaryotes. There are only two kinases encoded by viral genomes. Training data for the globin alignment consisted of all globins from the SWISS-PROT database, release 22 (Bairoch and Boeckmann, 1991). Elongation factor sequences were drawn from the SWISS-PROT database, releases 22 and 23. Multiple alignments for these sequences were produced by HMMs we built for these families, as described in (Krogh et al., 1994; Hughes, 1993). Summary information for these data sets is given in Figure 2.

Using the maximum likelihood procedure described in the previous section, we estimated the parameters of both a one component Dirichlet mixture density and
a nine component Dirichlet mixture density from the 5670 count vectors obtained from the HISSP multiple alignments. We call these Dirichlet mixtures HISSP1 and HISSP9, respectively. As mentioned in the previous section, the EM method we use is not guaranteed to always find the optimal setting of the parameters. However, multiple runs of the program with different initial parameter settings, yielded virtually identical priors, indicating that these solutions are very stable. In addition, we conducted an experiment to find a prior with a larger number of components. For this experiment, we started with 100 components using random initial values for the Dirichlet parameters. After eliminating those components found to not represent any of the data, we obtained a mixture prior having 62 components, which we call HISSP62.

Similar experiments were done for the HMM alignments, obtaining mixture priors with one component, nine components, and 33 components (HMM1, HMM9, HMM33). The results for the single-component and nine-component priors were also shown to be stable with respect to the initial starting point of the estimation procedure.

We studied the priors we obtained from the HMM alignments and the HISSP alignments and found several components common to both sets. Similarity between components was determined by Kullback-Leibler distance and by examination of the physico-chemical attributes of the distributions. The α parameters of the HMM1 and HMM9 priors are given in Figure 3. The distributions and physico-chemical attributes of the components of these priors are summarized in Figures 4 and 5.

In general, the physico-chemical attributes of the components of the HMM9 prior are consistent with biological intuition. When we order the components with respect to their mixture coefficients (i.e., their probabilities), the first component, HMM9.1, contains mostly small residues. The second component, HMM9.2, is large, charged and polar. HMM9.3 is polar, and has mostly negatively charged residues, except for Alanine (A), which is small, neutral, and can be found in virtually every environment. HMM9.4 has a weak tendency towards hydrophobic residues and contains three large non-polar residues, Isoleucine (I), Leucine (L), and Valine (V) with high probability. However, it also contains a single charged residue, Lysine (K) with high probability, but it is worth noting that Lysine possesses a long hydrophobic carbon chain in addition to the positively charged nitrogen atom. HMM9.5 is strongly hydrophobic and contains uncharged, nonpolar amino acids. HMM9.6 is charged, hydrophilic and polar, and HMM9.7 is negatively charged and aromatic. HMM9.8 is strongly hydrophobic. 

Figure 1: Protein families included in the HISSP data set.
Figure 3: α parameters for the HMM1 and HMM9 priors. These bar charts show the 20 α_i parameters of the Dirichlet density of HMM1 and of each of the nine components of HMM9. The ordering of the residues used is alphabetic in the single-letter representation of each amino acid. Each bar chart is scaled by the largest α_i. The parameter α is the sum of the α_i, which gives some idea of the real magnitude of the parameters.

Figure 4: Log ratios for the distributions represented by the HMM1 and HMM9 priors. The jth bar in the graph for HMM9, j shows the logarithm of the ratio p_j/q_j, where p_j is the probability of the jth amino acid in the mean of the jth component of the HMM9 prior. The variable, q_j, is the probability of the jth amino acid in the overall mean of HMM1. These values represent the difference in mean amino acid distribution of the jth component from the background distribution. Positive numbers indicate higher values than the background distribution; negative numbers represent lower values than the background.

In addition to the priors we obtained via maximum likelihood estimation, we tested the effectiveness of some additional priors: the standard uniform prior called Add One, 4 priors obtained directly from the nine-component LME distributions (Lüthy et al., 1991) and a 29-component EF-hand custom prior in which each component is derived from a column in our EF-hand multiple alignment. The prior derived from the nine-component LME distributions was obtained by forming Dirichlet mixture components for each of the nine LME amino acid distributions with the same means and a fixed variance. 5 The 29-component EF-hand custom prior was designed specifically as a kind of control for the EF-hand motif experiments reported in the next section. Each component of this mixture is a Dirichlet distribution that is strongly peaked on the particular amino acid distribution at one of the positions in a multiple alignment of 885 EF-hand motifs. We use it as a control in our EF-hand experiments to indicate what kind of performance we might expect if we used the best possible prior for obtaining HMMs and multiple alignments of EF-hand sequences. Of course this particular prior will be useless for other kinds of proteins.

Using Priors to Build HMMs

We conducted a series of experiments on building HMMs for the EF-hand motif. EF-hands are an approximately 29-residue structure present in cytosolic calcium-modulated proteins (Nakayama et al., 1992; Persechini et al., 1989; Moncrief et al., 1990). These proteins bind the second messenger calcium (Ca^{2+}) and in their active form function as enzymes or regulate other enzymes and structural proteins. The EF-hand motif consists of an α-helix, a loop binding a Ca^{2+} ion and a second helix. We chose EF-hands to
Figure 5: Physico-chemical characteristics of components of the HMM9 prior. Here each bar chart shows the relative scores of one characteristic for all nine components of HMM9. A positive score indicates that the distribution represented by the component puts more weight on residues with that characteristic than does the background distribution (represented by HMM1). A negative score indicates that less weight is put on residues with this characteristic. Each characteristic is defined by a numerical value for all residues, then these are averaged with respect to the distribution, and finally the background average is subtracted. Definitions of the numerical scores are taken from (Fasman, 1989) (Hydrophobicity, Standard-state accessibility, Average accessible area), (Hunter, 1987) (Molecular Weight), and (King and Sternberg, 1990) (Polar, Charged, Positively and Negatively Charged).

demonstrate the ability of mixture-priors to compensate for limited sample sizes because the motif’s small size allowed many experiments to be performed relatively rapidly. Furthermore, a large number of EF-hand motif sequences are available.

For these experiments we used the June 1992 database of EF-hand sequences maintained by Kretzinger and co-workers (Nakayama et al., 1992). Sequences in this database are proteins containing two or more copies of the EF-hand motif. We extracted the EF-hand structures from each of the 242 sequences in the database, obtaining 885 EF-hand motifs having an average length of 29. Training sets were constructed by randomly extracting subsets of size 5, 10, 20, 40, 60, 80, and 100.

For each training set size and each prior, several HMMs were built. We evaluated each HMM on a separate test set containing EF-hand sequences not in the training set, yielding an average negative log likelihood (NLL) score over all test sequences for each model (Krogh et al., 1994). Lower scores represent more accurate models. For every combination of training sample size and prior used, we took the average test-set NLL-score across all models, and the standard deviation of the test-set NLL-scores. The results for the Add One, HMM1, HMM9, and EF-hand custom prior are shown in Figure 6. The results of tests using priors derived from the HSSP alignments are shown in Figure 7.

From these Figures, we see that Add One and HSSP1 perform the worst, followed by HMM1, HSSP9, HMM9 and EF-hand custom prior. HSSP62 and HMM33, not shown, both perform about the same as HMM9, which was close in performance to HSSP9. We conducted tests using the nine LME distributions on sample size of 10. While these are not shown, the results were at the midpoint between the performance of HMM1 and HMM9. Further tests on the nine LME and the 18 LME distributions are in progress.

In our previous work, the NLL score has always been almost perfectly correlated with superior multiple alignments and database search. To further demonstrate the latter point, we tested some of the HMMs built from various priors on their ability to discriminate sequences containing the EF-hand domain from
those not containing the domain. To do this we choose models built from training samples of sizes 5, 10, and 20, and using the Add one, HMM1, HMM9 and EF-hand custom priors. For each sample size and prior, we built an HMM as above and then used it to search the SWISS-PROT database for sequences that contain the EF-hand motif, using the method described in (Krogh et al., 1994). The results are given in Figure 8.

The results show again that HMM9 performs better than HMM1, which performs better than Add one. Unfortunately, only one test was done for each combination of sample size and prior, so the results are not as statistically clear as those for NLP-score.

Finally, we note that while the HSSP alignments contain EF-hand-specific proteins, the HMM alignments do not. Interestingly, results of experiments show that the HMM-derived priors perform better. This confirms that these priors do indeed capture some universal aspect of amino acid distributions that are meaningful across different protein families.

Conclusions
The use of Dirichlet mixture priors has been shown to increase the accuracy of HMMs for protein families where only a small number of sequences are available. In particular, the ability of models trained using prior information to discriminate members of protein families from non-members is enhanced. Thus, database search using these models can potentially yield previously unknown members of the family, enlarging the training set. From this new set, an even better model can be obtained, enabling the iterative refinement of the HMM in a bootstrapping fashion.

As experiments on the EF-hand domain using custom priors demonstrate, if one has a library of Dirichlet priors spanning a variety of amino acid distributions, such that virtually all possible distributions are represented, even extremely small training sets can in principle yield final models that are close to optimal. Ideally, such a library would be continually updated as new models and alignments are produced. We plan to do this as we continue to build HMMs for protein families.
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