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when a band of 29 kD). A fourth mAb was found that did not react with standard immunoblot but did bind to intact vesicles (VSP40). Ascites production, immunoprecipitation of G ATPase, and Fab fragment isolation were performed according to standard procedures (17). For quantitation of antibody binding to CW vesicles, the ascites was dialyzed against 0.01 M phosphate-buffered saline, pH 7.4, containing 0.15 M NaCl. The dialyzed ascites was concentrated 10-fold by ultrafiltration and then diluted into a total volume of 200 µl with saline to the desired concentration. The desired suspension was then added to the wells of microplates coated with 0.005 M sodium carbonate and incubated for 2 h at 4°C. After incubation, the plates were washed with saline containing 0.05% Tween 20 and then incubated with horseradish peroxidase-conjugated Fab fragments of the second antibody. The plates were washed again and then developed with tetramethylbenzidine. The absorbance at 492 nm was measured with a microtiter plate reader. A minimum of three replicate plates were used for each experiment. The data were corrected for background and expressed as the mean ± standard deviation.

The in vitro vesicle motility assay on polar microtubules was performed after preparation of cytotic fractions and CW chick embryo fibroblasts as described (17). Sea urchin sperm axonemes were a gift from T. Salmon (University of North Carolina at Chapel Hill, NC). Porcine tubulin (1) and KIF-ethylated tubulin (8) were used as a control (1). The testis tubulin was mixed and diluted to ~30 mg/ml with a micropipette containing 10 mM Tris- HCl, pH 7.4, 5 mM MgCl2, 0.5 mM EGTA, and 0.5 mM EDTA. The mixture was then added to the testis tubulin and allowed to equilibrate for 1 h at 37°C. The final concentration was set at 100 mg/ml, and the mixture was then diluted to 50 mg/ml in a total volume of 100 µl of CMF buffer [55 mM KCl, 2.5 mM MgCl2, 0.5 mM EGTA, and 0.5 mM CaCl2]. The mixture was loaded onto a 10% gel containing 0.1% agarose and was electrophoresed at 25 mA for 1 h at 37°C. The gel was then transferred to a sheet of paper and stained with 0.1% Coomassie blue for 1 h. The gels were then destained with distilled water, dried, and exposed to X-ray film. The autoradiograms were visualized by autoradiography. The results were analyzed and calculated as described (17).

21. To identify the antigen for VSP40, we biotinylated CW vesicles as described (7). Biotinylated vesicles were isolated by centrifugation at 150,000 × g for 1 h, and then the supernatant was discarded. The pellet was resuspended in 25 µl of electrophoresis sample buffer (9) with an additional 1% SDS and analyzed as described (5). The antibody to motility of the antibody was transferred to VSP28 (control) as described (5, 7) with slight modification. CW vesicles (2.0 to 3.0 µg of vesicle protein) and 5 µg of myosin (9) in a total volume of 60 µl of homogenization buffer (15 mM KCl, 5 mM MgCl2, 0.5 mM EGTA, and 0.5 mM EDTA) were mixed and incubated at 37°C for 30 min in the presence of 0.1% Triton X-100. The mixture was then subjected to SDS-PAGE using a 12% gel. The proteins were then transferred to a sheet of paper and stained with 0.1% Coomassie blue for 1 h. The gels were then destained with distilled water, dried, and exposed to X-ray film. The autoradiograms were visualized by autoradiography. The results were analyzed and calculated as described (5).

20. Of the types of activity that characterize physical systems, perhaps the most ubiquitous and puzzling is the appearance of 1/f noise, a form of temporal fluctuation that has a power density inversely proportional to the frequency (that is, power ~ 1/f). 1/f noise, also known as pink or flicker noise, varies with a predictability intermediate between white noise (no correlation in time, power ~ 1/f0) and Brownian motion (no correlation between increments, power ~ 1/f2). 1/f noise has been observed in a profusion of domains as diverse as condensed matter systems (1, 2), traffic flow (3), quasars (4), river discharge (5), DNA base sequence structure (6), and cellular automata (7). This list is hardly exhaustive, as entire symposia are devoted to its occurrence and causation (8). The universality of 1/f noise suggests that it does not arise as the consequence of particular physical interactions, but instead is a general manifestation of complex systems. Here we present evidence that 1/f noises are associated with certain basic aspects of human cognition: the representation of spatial and temporal intervals.

Despite the interest in complex systems within the social sciences, there have been few examples of 1/f noise reported in human or animal behavior (9). Most notably, music and speech have been shown to have 1/f fluctuations in both pitch and loudness (10). The occurrence of 1/f noise in these contexts, however, should be distinguished from its appearance in purely physical systems. Pitch and loudness carry information in music and speech signals and are therefore subject to the constraints that exist generally in communication. Their spectral properties may be due to the fact that 1/f noise represents an optimal compromise between efficient transfer of information (maximized by white noise) and immunity to error (6).

Our investigations concern the production of spatial and temporal intervals. The experiments we conducted were extremely simple. Subjects were first given an example of a target spatial or temporal interval and then made, to the best of their ability, a series of replicates. The errors in replication were treated as a time series and were submitted to Fourier analysis. Figure 1 illustrates the power spectra of the errors deriving from the estimation of temporal intervals. Results from six experiments are displayed in which the target time interval varied between 0.30 and 10 s in duration (Fig. 1A). These power spectra share a family resemblance that is distinguished by the presence of two features. All the spectra are 1/f at frequencies less than about 0.2 Hz, and there is a quadratic trend at higher frequencies that becomes progressively more pronounced with shorter target durations.

The overall coherence of this data set suggests that it may be understood in terms of a few simple mechanisms. Earlier work on timing variance (11) presented evidence for a model in which the production of temporal intervals is composed of two parts: an internal clock (C) that mediates the judgment of time passage, and a motor program that actsuate the responses which signal the beginning and ending of each interval. The motor program in this model does not operate instantaneously, and all responses have an assigned motor delay (MD). In terms of these two components, the jth observed interval $I_j$ is written as

$$I_j = C_j + MD_{j-1}$$

The difference in motor delays arises from
the particular boundary condition typically used in timing studies: the ending of the $(j - 1)$st interval is also the beginning of the $j$th interval. Previous investigations of this model (11, 12) did not focus on the sequential structure of interval production, and both the internal clock and the motor program were regarded as sources of random white noise, albeit with possibly different variances. The data in Fig. 1A make it clear that sequences of errors in duration judgment are not white noises composed of uncorrelated increments, but instead appear to be a mixture of at least two types of noise (13). We have found that the entire data set can be simulated by regarding the internal clock as a source of 1/f noise while maintaining the notion that the motor program generates uncorrelated white noise.

In this two-component approach there is one free parameter, the ratio of clock root-mean-square (rms) error to motor rms error. We have allowed this parameter to vary freely in fitting the model to data. Figure 1B displays the optimal fits together with the error ratios. This model captures many of the important features of the data set: the 1/f portion at low frequencies, the gradual formation of the quadratic trend with decreasing target duration, and the existence of a characteristic frequency near 0.2 Hz where the spectrum turns up (14). The model accounts for the high-frequency increase in power in terms of the two roles that a given motor delay plays. The $(j - 1)$st motor delay simultaneously lengthens the $(j - 1)$st interval and shortens the $j$th interval. A consequence of this coupling is that long intervals tend to be followed by short intervals and vice versa. The resultant high-frequency alternation in the time domain forms the quadratic trend in the power spectrum (15).

The demonstration of 1/f noise in an isolated perceptual domain raises the issue of its generality. As shown by the data in Fig. 2, errors in the repeated production of a fixed spatial interval also generate a time series with a 1/f power spectrum. The shape of this spectrum is similar to that produced by the reckoning of time intervals greater than 1 s. The line length spectrum is exactly 1/f for frequencies less than 0.1 and then whitens at higher frequencies. As was found in the time domain, the spectrum appears to be formed from two sources: a 1/f noise that derives from perceptual judgment, and a white noise that is associated with pointing errors produced by pen placement (16). Evidence the production of temporal intervals is not privileged with respect to the manifestation of 1/f noise.

In a final experiment, the power spectra of reaction time sequences were studied. Reaction time differs from the conscious production of a time interval in one obvious but important way: The magnitude is not intentional. In our experiment, subjects depressed the space bar on a computer keyboard as rapidly as possible after the presentation of a visual stimulus. If 1/f noises are associated with the controlled aspects of interval production, then they should be absent from reaction time. Furthermore, because reaction time intervals are measured as the temporal asynchrony between the onset of a visual display and the response, we would not expect to see the growth in power that was observed at high frequencies in the production of temporal intervals. This feature only arises when a single response signals both the ending of one interval and the beginning of the next. Figure 3 shows the power spectrum of reaction-time sequences. As expected, it is fairly constant across the resolved span of frequency. We conclude that 1/f noises arise from cognitive mechanisms that mediate the judgment of magnitude, independent of whether the magnitude exists in time or in space.

---
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**Fig. 1.** (A) Spectral power densities, $S_n$, for six experiments in the estimation of time duration (19). The data from these experiments were sequences of errors, $d_n$, in estimates of a given target duration, $T_0$. $T_0$ varied across experiments and is shown adjacent to each spectrum (in seconds). $S_n$ was computed (20) with overlapping samples of $N = 2m$ data points according to

$$S_n = \left( \sum_{k=1}^{N} d_n e^{-2\pi n f_k} \right)^2$$

Because responses in each experiment were initiated at intervals characterized by $T_0$ (frequency in Hertz) is computed as $f_k = (k - 1)/2mT_0$, for $k = 1, 2, 3, \ldots, m$. In order to minimize the variance of the spectral estimates, we used two values of $m$: $m = 256$ at low frequencies ($f_k < 0.02/T_0$) and $m = 32$ at high frequencies ($f_k > 0.02/T_0$). The spectral density (in milliseconds squared) is normalized within each experiment so that the total power equals the mean square amplitude

$$\left( \frac{1}{N} \sum_{n=0}^{N-1} d_n^2 \right)^2$$

Also shown is a line depicting an exact 1/f power spectrum. Descending from top to bottom, at frequencies $f < 0.1$ Hz, best fit lines to the power spectra had slopes of $-1.1, -1.0, -1.1, -0.90, -1.2$, and $-0.94$, respectively. (B) Best fits to the data from a simple model that represents the production of time intervals as being composed of an internal clock that generates 1/f noise and a motor delay that produces white noise as normally distributed deviates. The different curves are indexed by the ratio of the rms clock noise to the rms motor noise. This ratio is given next to each curve and is observed to increase linearly with the target duration.
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**Fig. 2.** The spectral power density, $S_n$, is shown for errors in the estimation of a 1-inch spatial interval (21). The method of analysis was exactly as for the timing experiments. Because there was no characteristic time interval separating responses in this experiment, frequency is computed as $f_k = (k - 1)/(2m)$, for $k = 1, 2, 3, \ldots, m$. The power spectrum is normalized so that the total power equals the mean square amplitude (in milliseconds squared). Also shown is a line depicting an exact 1/f power spectrum.
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**Fig. 3.** The spectral power density, $S_n$, is shown for sequences of reaction time (22). The method of analysis was exactly as for the timing experiments. Frequency is computed as $f_k = (k - 1)/(2m)$, for $k = 1, 2, 3, \ldots, m$. The power spectrum is normalized so that the total power equals the mean square amplitude (in milliseconds squared).
The discovery of 1/f noise in human judgment suggests that the theory of complex systems may have application within cognitive science. Although the etiology of 1/f noise remains controversial, it appears to be associated with systems that relax upon perturbation with no preferred spatial or temporal scale (2). There are a number of frameworks that have been proposed to account for the ubiquity of systems displaying scale freedom. In particular, the theory of self-organized criticality (17) and the notion that 1/f noise arises from sequences of contingent processes (18) are two that are potentially relevant to psychophysics.

The data presented here raise the possibility that cognition has formal or physiological organizations that are common to complex dynamical systems.

REFERENCES AND NOTES
10. The paucity of spectral analyses of noise in experimental psychology may reflect the way in which noise is regarded in typical experimental designs. Standard approaches focus on the variance associated with treatment effects and regard the residual error as homogeneous and essentially uninteresting. Different methodologies and designs are required when the noise is instead the focus of interest. In this case, an unusual but appropriate methodology is to remove the variance induced by the presentation of different stimuli and to measure the fluctuations that occur as a subject responds to a single, constant stimulus. This type of design was common in the early days of sensory psychophysics when investigators often employed a time-invariant stimulus to study fluctuations at threshold [J. P. Guilford, Am. J. Psychol. 38, 834 (1927)]. The fluctuations we measure are similar to those studied by early psychophysicists in that they arise spontaneously in the course of cognitive activity.
14. The errors associated with time production have been analyzed with respect to their distributional properties. In every case the error distributions were indistinguishable from a Gaussian. This observation underscores the relevance of regarding experimental error in terms of a time series. Error distributions may conform to the standard assumptions of parametric statistics, and the time component of the error may not be a random white noise.
15. The model and data were also consistent with respect to the functional relation between the magnitudes of the replication errors and the target intervals. A measure of error growth is the Weber fraction, in this context defined by the ratio of the rms error to the target duration. Although there is conflicting evidence concerning the existence of constant Weber fractions (rms error proportional to the target duration) in the production of temporal intervals [L. G. Allan, Percept. Psychophys. 26, 340 (1978); J. H. Wearden, Learn. Motiv. 22, 59 (1991)], such a property is supported in these data (α = 0.99); there is a constant Weber fraction across the entire data set of 0.06. The model also exhibited a linearity in error growth in that optimal fits to the data specified a ratio of rms clock error to rms motor error that was proportional to the target duration (α = 0.99). While there is some ambiguity in determining the actual dependence of this error ratio, the variability associated with the motor delay is expected to be independent of the quadratic trend (1, 12), and it appears as if the internal clock generates a constant Weber fraction.
16. The differential error growth in the clock and motor components results from the increasing prominence of the quadratic trend with decreasing target duration. When the target interval is large, say 5 or 10 s, the amplitude of the clock error exceeds that of the motor delay, and the 1/f clock noise masks the spectral effects due to response initiation. As the error ratio approaches unity at shorter target intervals, the quadratic trend becomes visible at high frequencies. At sufficiently short target durations, there is convergence of the spectra in the quadratic regime.
17. Discrimination accuracy in visual perception is often governed by constant Weber fractions [E. G. Boring, H. S. Langfeld, H. P. Weld, Foundations of Psychology (Wiley-New York, 1948), and we anticipate that varying the magnitude of the target interval would have roughly the same effect on the spectra of spatial intervals as it did for temporal intervals. However, the power spectra of time interval sequences are not expected to turn up at high frequencies as they did for temporal interval sequences. This feature exists for temporal intervals because of the traditional design used in timing studies: the end of one interval is the beginning of the next. In the design we employed for the production of spatial sequences, the interval boundaries were not coupled.
20. In the temporal interval experiments, subjects were given a 1-min sample of the target interval with a metronome. They then attempted to reproduce the interval by pressing the spacebar on a computer keyboard. This was done repeatedly over a large number of trials without feedback. Subjects were free to count if they felt that would help them give more accurate estimates of the longer intervals. It may not be possible to prevent counting and still allow subjects to attend to the production task. A given response served as both the ending of the first interval and the beginning of the 2nd interval. The number of trials was 1000 for all timing experiments, except for the 10-s trials for which the number was 400. Timing error was about 4 ms. Data shown represents the average over six subjects. Each subject contributed one sequence at each target duration. The same subjects participated in all experiments.
22. Subjects in the spatial interval study made 1000 successive estimations of a 1-inch displacement on a GTGO Digit-Pad-5 digital tablet. Data shown represent the average over six subjects, each subject contributing one sequence. In this experiment subjects placed a pen at the intersection of a cross hair and then placed the pen at what they estimated to be 1 inch. The Euclidean distance was computed to obtain the estimated distance. No feedback was given. Distance measurement on the digital tablet is accurate to 0.001 inch.
23. In the reaction-time experiment, a stimulus was visually presented at random time intervals on a computer monitor. As soon as the stimulus appeared, the subject hit the spacebar as quickly as possible. Reaction times were computed as the asynchrony of the response from the onset of the visual stimulus and had a mean of about 100 ms. Data shown represent the average over six subjects with each subject contributing one sequence of 1000 reaction times. Timing error was about 4 ms.
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