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On my honor, as a University of Colorado at Boulder student, I have neither given nor received unauthorized assistance on this work.                                                               .
1. (5 points) What is your favorite cuisine? Indian
2. (5 points) True/False: Any non-deterministic FSA can be converted to a deterministic FSA that accepts the same language. True.
3. (10 points) Inflectional and derivational morphological processes both transform word forms to produce related forms.  Describe two differences that distinguish inflectional and derivational morphology.

Inflectional involves a predictable meaning change and leaves the POS the same.
Derivational involves a more unpredictable change in meaning and changes lexical class.
4. (5 points) The standard approach to English morphological processing makes use of FST with transitions such as “+PL/(”.   Describe the purpose of such a transition in morphological analysis (surface forms to underlying forms).
In effect it’s doing an insertion onto the underlying tape (from nothing to something).
5. (20 points) Consider a corpus in which the bigram “Hong Kong” occurs 100 times and further that all of the instances of “Hong” in this corpus occured in the context of this bigram. 

a) Give the unsmoothed bigram probability for P(“Kong” | “Hong”) 
1
b) In what way is the answer to a) problematic?

If P(Kong| Hong) = 1 then P(anything else | Hong) = 0   ; that seems a bit strong.
c) Assume this corpus has a vocabulary of size 1000.  Give the add-1 smoothed bigram probability for P(“Kong” |”Hong”).
101/1101   or about .09
d) In what way is your answer to c) problematic compared to the answer for a)?
There's a big difference between 1 and less that 1/10.  Probably too big. 
6. (5 points) True/False: The Kneyser-Ney approach to smoothing makes use of absolute discounting.  True
7. (5 points): Given two competing HMM models for some problem along with a single representative observation sequence, how would you go about selecting between the two models?  Be specific and concise.
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Run forward on each machine and take the max.
8. (10 points) Describe what is going on in the denominator of the equation for logistic regression given here.
It’s normalizing so we have a valid probability distribution. 
9. (10 points) What is the fundamental difference between the Gradient Ascent method used to train the parameters for logistic regression-based classifiers and the Forward-Backward (EM-based) approach to train HMM models?
Gradient ascent applied to logistic regression-based classifiers makes use of a training set with answers to drive the learning (comparing expected counts against actual counts). That is, it's a supervised training method and requires supervised training data.
EM applied to HMMs, doesn’t have access to the right answers (underlying states). It’s an unsupervised training method and only requires the observations, not the answers.
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