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On my honor, as a University of Colorado at Boulder student, I have neither given nor received unauthorized assistance on this work.                                                               .
1. (5 points) True of False: Boulder is lovely in April.

2. (5 points) Given a sample of text denoted w1...wn, give the formula for a unigram statistical language model.

3. (5 points) Consider the use of the word “dumped” in the following examples

a) Boulder officials dumped the use of the weed killer RoundUp in public spaces.
b) Authorities suspect that someone dumped an unknown quantity of gas into the sewer system,

Which one of the following terms would best describe the relationship between the senses of the word dumped in these two sentences?

i. Homonymy

ii. Polysemy

iii. Inflection

iv. None of the above
4.  (10 points) Consider the problem of assessing the similarity in meaning between two sentences in the context of the following two examples.
a) Maria purchased a poodle.

b) Maria bought a dog.

What 2 kinds of information contained in WordNet would be helpful for the determining the degree of similarity between these sentences?

5. (5 points) True/False: Syntactic information (parse trees) can be very useful in the task of semantic role labeling.
6. (10 points) Describe the notion of selection restrictions (an example or two would be helpful) for verbs and their arguments.
7. (15 points) Consider the problem of using a naïve Bayes approach to WSD in the following context: there are 2 senses for the target word of interest, there are two known co-occurring words (features that are either present or absent in the context of the target word) that you know are predictive of word sense, and where you do not have training data annotated with senses for the target words, but you do have sentences containing the target words. 
To make this concrete, imagine that the word of interest is “bank” and that feature 1 is presence/absence of the word “loan” and feature 2 is presence/absence of the word “creek”. So in the first sentence we know that “loan” is present and “creek” is absent. Since the target words are not annotated we don’t know the sense. 

	Sentence
	Feature 1
	Feature 2
	Sense

	1
	+
	-
	?

	2
	+
	-
	?

	3
	+
	+
	?

	4
	-
	-
	?

	5
	-
	+
	?

	6
	-
	+
	?


Using the data shown above, describe how you would go about applying EM to this problem. Go into sufficient detail to show me that you know both naïve Bayes and EM.

8. Consider the problem of using a phrase-based statistical approach to translating from Latin to English.  The figure on the attached sheet depicts the early stages of an A* (ish) stack decoding approach for the given Latin sentence. Using the phrase translation table given in the table

a) (5 points) Circle the state that will be selected next for expansion

(10 points) Draw the states that would result from the expansion of that state (don’t worry about computing the costs, just show the Latin words covered and the English output for each newly generated state).

natura valde simplex est

	Latin
	English

	natura
	nature

	valde
	extremely

	simplex
	simple

	est
	is

	valde simplex
	exceedingly simple




E: nature


L: N***


Cost: 940





E:exceedingly simple


L: *VS*


Cost: 950





E:is


L: ***E


Cost: 995





E:extremely


L: *V**


Cost: 990





E:simple


L: **S*


Cost: 990





E:


L: ****


Cost: 1000
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