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On my honor, as a University of Colorado at Boulder student, I have neither given nor received unauthorized assistance on this work.                                                               .
1. (5 points) On what floor is Jim’s (CS) office located in Engineering?

2. (5 points) True or False: Non-deterministic Finite State Automata can recognize a wider range of regular languages than deterministic FSAs.
3. (10 points) Describe 2 methods for implementing recognition in the context of a non-deterministic FSA.
4.  (15 points) Fill in the following table.  Place an X wherever the algorithm implements the listed approach or framework.
	
	ArgMax (or Min)
	Dynamic Programming
	Explicit State-Space Search

	ND-Recognize
	
	
	

	Min Edit Distance
	
	
	

	Earley
	
	
	

	Prob-CKY
	
	
	

	Forward
	
	
	

	Pharoah
	
	
	


5. (5 points) Give an event-oriented FOL representation for the following sentence.



The flight from Boston arrived.

6. (10 Points)  Describe how you would account for the semantic contribution of the PP from Boston in your answer to Question 6.  This is a question about compositional semantics.  (not truth conditions  or disambiguation) Your answer should address 2 problems: deriving the semantics of the PP and integrating the semantics into the larger representation.  Refer to the rules in the attached grammar as a guide.
7. (10 Points) Describe how the following kinds of facts are captured in a model-theoretic approach to semantics.
a) Properties of objects
b) Relations among objects
8. (10 points) Describe 2 roles that Named Entity Recognition can play in the standard factoid question-answering model described in class.  Be specific. You may refer to the figure on the attached sheet for reference.
9. (10 Points)  Assume you have access to a corpus of short restaurant reviews that have been labeled as either positive or negative.  Assume that you also have access to an N-gram language modeling toolkit.  Describe how you could use the toolkit to construct a sentiment classifier for new restaurant reviews. 
10.  (5 points) True or False: The phrases used in phrase-based statistical MT systems are based on syntactically well-formed constituents in the source and target languages.
11. (10 points)  An assumption in phrase-based statistical MT systems is that corresponding phrases in source and target sentences can appear in quite different locations in the source and target sentences.  How is such reordering implemented in a phrase-based decoder such as Pharaoh?
1. S ( NP VP

2. VP ( Verb

3. NP ( Det Nominal

4. NP ( Proper-Noun

5. Nominal ( Noun

6. Nominal ( Nominal PP

7. PP ( Prep NP

8. Det ( the
9. Noun ( flight
10. Prep ( from
11. Proper-Noun ( Boston
12. Verb ( arrived
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