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1. (5 points) What is your favorite color?
2. (5 points) Given the grammar on the attached page, provide a valid parse for the following sentence.


Sally departed on Monday.
3. (10 points) Give a syntactic parse and an event-oriented First Order Logic representation for the following sentence using the grammar on the attached sheet.
Sally departed.
4. (10 points) Based on your parse tree, provide the relevant semantic attachments needed to produce the representation you provided in that question. The attachment for the S rule is given; the remaining attachments should work with that rule. Focus your attention on this example, you shouldn’t worry too much about generality or elegance. Don’t provide attachments for rules not used in this example. Use the attached page; just write the attachments with the corresponding rules.
5. Now consider sentences like:  “Sally departed on Monday”, “ Sally departed on Monday from Miami”, “Sally departed on Monday from Miami with Mary”
a) (5 points) Which grammar rule’s semantic attachment would be focus of the work required to handle all of these kinds of sentences.
b) (15 points) Describe in English the requirements for this semantic attachment and the other attachments in the grammar that need to work with it.  What would it have to do to produce appropriate representations for these examples?  What problems would have to be addressed? 
6. (10 points) Words can have many different senses.  What do the terms homonymy and polysemy refer to in the context of describing a word’s senses?
7. (10 points) Describe the “shape” feature as it is used in machine learning based Named Entity Recognition.
8. (5 points) Is there any way to incorporate features such as this into an HMM-based sequence labeling system?
9. (5 points)  Give the equation for the basic Bayesian statistical approach to Machine Translation (not the detailed versions for phrase-based or word-based models; just the overall Bayesian framework).
10. (10 points)  Explain how the notions of faithfulness to the original source text and fluency in the target language are accounted for in the above equation.
11. (10 points) Explain why the search-based decoding algorithms for phrase-based search systems need an estimate of the cost to decode the remaining parts of the source sentence during the process. What would happen to such searches without the use of this cost estimate?
Grammar Rules




Semantic Attachments
S ( NP VP




NP.sem(VP.sem)
NP ( PropNoun
NP ( Det Noun
VP ( Verb
VP ( VP PP

PP ( P NP

Verb ( departed

Noun ( flight
PropNoun ( Sally
PropNoun ( Monday
P ( on
PAGE  
2

