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Dice

A die is rolled twice

what is the probability that the sum of the faces is greater than 7, given that

= the first outcome was 47?
= the first outcome was greater than 4?
= the first outcome was a 1?

= the first outcome was less than 5?
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Dice

p(Xi +X>7|X; =4)=
p(Xi +Xo>7| Xy >4)=
(
(

P X1+X2>7|X1 :1):
p X1+X2>7|X1 <5):
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Dice

p(X+Xo>TAX =4)
p(X1=4) -

p(Xi +Xo>7|X; =4)

p(Xi +Xo>7|X; > 4)
( )
(

P X1+X2>7|X1 =1
P X1+X2>7|X1 <5):

Data Science: Jordan Boyd-Graber | UMD Conditional Probability Practice | 3/9



Dice

= p( X+ Xo> 7] X :4):%:3{%:%
" p(X+ X >T| X >4) =
" (X + X >T7 X =1) =
= (X + X > 7] X <5)=
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Dice

X, X >TAX, =4
. p(X1+X2>7|x1:4):%:31%:%
o P+ X > 7] X > 4) = DTS
" (X + X >T7 X =1)=
= p(X; + X > 7| X <5) =
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Dice

X1 +Xo>TAX1=4
.p(X1+X2>7|x1:4):%:31/%:%
Xi+Xo>TAX1>4
-P(X1+X2>7|X1>4)=%=91/%=%=%
= (X + X >T7 X =1)=
= p(Xi+ X > 71X <5) =
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Dice

Xi+Xo>TAX:
" pX X >T|X =4) = %:W:%
Xy +Xo>TAX >4
" PUXi > 71X, > 4) = AR SR - = 8
s p(Xi+ X >T7 X =1)= %
m p(X1+X2>7|X1 <5):
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Dice

X+ Xp>TAX
= p(Xi + X > 7| X =4) = % /6 =3
XiHXp>TAX; >4
o p(X+ X > 7| X, > 4) = PLIETR) _ofs 772
" p(Xi +Xo>T7| X =1)= p—(X1+z()2(1>Z/1\;(1_1) %20
u p(X1+X2>7|X1<5):
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Dice

= p( Xy +Xo>T7| X =4)= %_3@6 :
-p(X1+X2>7|X1>4):%_91//336 2 _3
= (X X >T7| X =1)= % o0
-p(X1+X2>7|x1<5)=%_
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Dice

.p(x1+X2>7|x1:4):%:%:%
" p( Xy +Xo>T7 X >4)= %_%ﬂf:%:%
= (X X >T7| X =1)= % 9 =0

-p(X1+X2>7|x1<5)=%=%=5=3T
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Children

What is the probability a family of two children has two boys

= given that it has at least one boy?

= given that the first child is a boy?
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Children

u P(X1 :T,X2:T|X1 :TVXQZT):
L P(X1 :T,X2:T|X1 :T):
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Children

=T,X%=T
L P(X1:T;Xz:TlX«I:T\/Xz:T):%:
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Children

s PG =T, X =TIX =TVX=T)=2X=L%=D _ 14 _1

L] P(X1 :T,X2:T|X1 :T):
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Children

P(X,=T,X=T
s PG =T, X%=T|X=TVX=T)= P((X11:Tv;2:T)) =i=1
— P(X1 :TvXZIT) —

L] P(X1 :T,X2:T|X1 :T)—

P =T)
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Children

PO, =T, X=T
s POG=T X =TIX =TV X =T)=pEEle=D a1

P(Xi=T,X=T
s P(X =T, X =T|X, =T)="H=T%=T) s 141
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Conditional Probabilities

One coin in a collection of 65 has two heads. The rest are fair. If a coin,
chosen at random from the lot and then tossed, turns up heads 6 times in a
row, what is the probability that it is the two-headed coin?
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Conditional Probabilities

= Let C be the coin chose (T for fake)
= Let H be the number of heads out of six

P(C=T|H=6)= (1)
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Conditional Probabilities

= Let C be the coin chose (T for fake)
= |Let H be the number of heads out of six
P(C=TAH=6)

P(C=T|H=6)= P(H=6) = (1)
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Conditional Probabilities

= Let C be the coin chose (T for fake)
= Let H be the number of heads out of six

P(C=TAH=6)  1/65
P(H=6) 1/65+ % - 35

P(C=T|H=6)=
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Conditional Probabilities

= Let C be the coin chose (T for fake)
= Let H be the number of heads out of six

P(C=TAH= 1 1 1
PC=TIH=6)= (C=TAH=6) _ /65  _1/65 1 0
P(H=6) 1/65+ %% 2/65 2
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Bayes Rule

There’s a test for Boogie Woogie Fever (BWF). The probability of geting a
positive test result given that you have BWF is 0.8, and the probability of
getting a positive result given that you do not have BWF is 0.01. The overall
incidence of BWF is 0.01.

1. What is the marginal probability of getting a positive test result?

2. What is the probability of having BWF given that you got a positive test
result?
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Bayes Rule

Let D be the disease, T be the test
= P(T=T)=
. P(D=T|T=T)=
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Bayes Rule

Let D be the disease, T be the test

» P(T=T)= ZleTTD x) =
= P(D=TIT=T)=
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Bayes Rule

Let D be the disease, T be the test

= P(T=T)=>, 1, P(T=T,D=x)=0.01-.8+.99-.01 =
« P(D=T|T=T)=

Data Science: Jordan Boyd-Graber | UMD Conditional Probability Practice | 9/9



Bayes Rule

Let D be the disease, T be the test

= P(T=T)=>, 7, P(T=T,D=x)=0.01-.8+.99-.01 =0.02
« P(D=T|T=T)=
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Bayes Rule

Let D be the disease, T be the test
" P(T:T) = ZX:T,J_P(T:T,D:X) =0.01-.84.99-.01 =0.02

« P(D=TI|T=T)=AT=T 000 -
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Bayes Rule

Let D be the disease, T be the test

= P(T=T)=>, 1, P(T=T,0=x)=0.01-.8+.99-.01 =0.02

P(T=T|D=T)P(D=T .
¢ PO=TI7=T)= AT _sggn
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Bayes Rule

Let D be the disease, T be the test
" P(T:T) = ZX:T,J_P(T:T,D:X) =0.01-.84.99-.01 =0.02

P(T=T|D=T)P(D=T .
« P(D=TI|T=T)=AT=T 0 R0=T) 08001 _ 04
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