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Abstract

As artificial intelligence techniques are maturing and being deployed in large applications, the problem of specifying control and reasoning strategies is regaining attention. Complex AI systems tend to comprise a suite of modules, each of which is capable of solving a different aspect of the overall problem, and each of which may incorporate a different reasoning paradigm. The orchestration of such heterogeneous problem solvers can be divided into two subproblems: 1. When and how are various reasoning modes invoked?, and 2. How is information passed between various reasoning modes? In this paper we present our solution to this problem. We describe a logic programming system that accomplishes three important goals: equivalence of declarative and operational semantics, declarative specification of control information, and smoothness of interaction with non-logic-based programs. Meta-level predicates are used to specify control information declaratively, compensating for the absence of procedural constructs that usually facilitate formulation of efficient programs. Knowledge that has been derived in the course of the current inference process can at any time be passed to non-logic-based program modules. Traditional SLD inference engines maintain only the linear path to the current state in the SLD search tree: formulae that have been proved on this path are implicitly represented in a stack of recursive calls to the inference engine, and formulae that have been proved on previous, unsuccessful paths are lost altogether. In our system, previously proved formulae are maintained explicitly and therefore can be passed to other reasoning modules. As an application example, we show how this inference system acts as the knowledge representation and reasoning framework of PRET—a program that automates system identification.

Keywords: automated reasoning; reasoning architectures; meta architectures; meta control; meta programming; reasoning strategies; logic programming; declarative programming.

1. Introduction

As artificial intelligence techniques are maturing and being used in large applications, the problem of specifying control and reasoning strategies is regaining attention. Furthermore,

* Supported by NSF N01 #CCR-9357740, ONR #N00014-96-1-0720, and a Packard Fellowship in Science and Engineering from the David and Lucile Packard Foundation. This research was carried out while the first two authors were research assistants at the University of Colorado.
as the complexity of applications is scaling up, it is becoming less feasible to capture all aspects of an AI system's functionality in a single reasoning paradigm. Rather, complex AI systems tend to comprise a suite of modules, each of which is capable of solving a different aspect of the overall problem and each of which may incorporate a different reasoning paradigm. There seems to be an emerging sense in the AI research community that the orchestration of such heterogeneous problem solvers is in itself a difficult problem that deserves to be solved using AI techniques (e.g., (Waltz, 1999; Buchanan, 2001)). The orchestration problem can be divided into two subproblems: 1. When and how are various reasoning modes invoked?, and 2. How is information passed between various reasoning modes? In this paper we present our solution to this problem, along with an application example.

Many languages that are designed for the declarative representation of domain knowledge are variants of first-order logic. One of the major advantages of logical representations is their clearly defined semantics: the domain knowledge can be interpreted as a logical theory. Logic programs can also be executed. Ideally, a logic program's declarative semantics (when interpreted as a logical theory) are equivalent to its operational semantics (when executed with respect to queries). In practice, the equivalence of declarative and operational semantics is often sacrificed for various reasons. Purely procedural constructs like the PROLOG cut, for example, are useful in the construction of efficient programs; however, their semantics cannot be described declaratively. Furthermore, control information is typically encoded implicitly in the static ordering of rules and goals. Finally, the commonly used principle of negation as failure confuses existential with universal quantification of non-ground goals.

This paper presents a logic system that accomplishes three important goals:

1. Declarative and operational semantics are equivalent.

2. Control information is represented explicitly, declaratively, and separately from domain knowledge.

3. Interaction with other programs is facilitated by an explicit representation of the theorem prover's state.

The first two goals are achieved by implementation of concepts developed as part of the "RISC" project (Reason Maintenance Based Inference System for Generalized Horn Clause Logic) at the University of Erlangen (Beckstein & Tobermann, 1992; Beckstein, Stolle, & Tobermann, 1996; Beckstein & Tobermann, 1997). The third goal was accomplished by allowing non-logic-based reasoning modules access to the current state of the theorem prover. This feature is particularly important for the design of heterogeneous systems that integrate and orchestrate a variety of domain-specific reasoning techniques. For example, the logic system presented in this paper is currently used as the knowledge representation and reasoning framework of PRET, an automated modeling tool that finds ordinary differential equations (ODEs) that model black-box dynamical systems (Bradley & Stolle, 1996; Stolle & Bradley, 1998; Stolle, 2001; Bradley, Easley, & Stolle, 2001). The achievement of the three goals listed above is crucial to the success of this modeling task, but the contributions described here generalize well beyond this particular application domain. The third goal, in particular, is significant for any automated reasoning system that integrates several different
reasoning modes. The various modules of such a hybrid reasoner typically must be able to access knowledge that has been generated before (either by themselves or by other modules). In our SLD-based system,\(^1\) invocation of different modules is triggered by the evaluation of subgoals of the currently active goal. Traditional SLD inference engines maintain only the linear path to the current state in the SLD search tree (Lloyd, 1987). Formulae that have been proved on this path are typically implicitly represented in a stack of recursive calls to the inference engine, and formulae that have been proved on previous, unsuccessful paths are lost altogether. In our system, previously proved formulae are maintained explicitly and therefore can be passed to other reasoning modules.

The language of the logic system presented in this paper is that of Generalized Horn Clause Intuitionistic Logic (GHCIL) (McCarty, 1988a, 1988b). The inference engine can be briefly characterized as a GHCIL reasoner with declarative meta-level control and explicit representation of previously derived knowledge. The next three sections describe the GHCIL language, the meta-level control, and the explicit representation of previously derived formulae. As an application example, we show how this inference system acts as PRET’s knowledge representation and reasoning framework. We conclude the paper with some pointers to related work.

2. The Language

GHCIL clauses are (implicitly) universally quantified implications of the following form.

1. Every definite Horn clause is a GHCIL clause.\(^2\)

2. If \(A\) is an atomic formula and \(B_1, \ldots, B_n\) are GHCIL clauses, then \(A \leftarrow B_1, \ldots, B_n\) is a GHCIL clause.

That is, GHCIL clauses are generalizations of Horn clauses that also allow embedded implications (other GHCIL clauses) in the body. For example,

\[
dedicated(P) \leftarrow \text{(working}(P) \leftarrow \text{assigned}(W, P), \text{unfinished}(W))
\]

is a GHCIL clause that is not a Horn clause. Informally, its meaning is:

For all people \(P\); \(P\) is considered a dedicated person if \(P\) is working under the assumption that there is some unfinished work \(W\) that is assigned to \(P\).

Thus, embedded implications can be seen as hypothetical statements. For a more detailed discussion of clausal intuitionistic logic, see (McCarty, 1988a, 1988b).

In our system, there are several distinguished predicates that may occur in GHCIL clauses. One of them is **falsum**: GHCIL clauses having **falsum** as their head indicate contradictory situations. **Negation as failure** is not suitable for our purposes because it destroys the equivalence of declarative and operational semantics. Instead, our intuitionistic

---

\(1\) The acronym SLD stands for Selecting a literal, using a Linear strategy, restricted to Definite clauses (Sterling & Shapiro, 1986).

\(2\) Recall that a definite Horn clause is a clause of the form \(A \leftarrow B_1, \ldots, B_n\ (n \geq 0)\) where \(A\) and \(B_i\) are all atomic formulae.
semantics uses negation as inconsistency (Gabbay & Sergot, 1986) and interprets not(p) as an abbreviation for falsum ← p. For example, consider the following rulebase:

1: falsum ← male(X), female(X).
2: male(john).
3: female(betty).
4: male(pat).

The query ?not(male(X)) succeeds with X bound to betty, consistent with the interpretation of the query: “is there an X such that X is not male?” With negation as failure, on the other hand, this query would fail; the interpretation in that case would be: “is it not the case that there is an X such that X is male?” or, in other words, “is it the case that, for every X, X is not male?” This behavior would be inconsistent with the usual existential quantification of free variables in queries.

3. Expressing Control Information

Traditionally, the control flow of a logic program is specified by the static ordering of rules and goals: the programmer expresses control knowledge implicitly by taking advantage of the inference machine’s properties, e.g., its depth-first-left-right strategy (Sterling & Shapiro, 1986). This approach conflicts with our goal of expressing all information in a declarative way. A program that relies on a certain evaluation strategy of the inference engine contains information—control information—that is not reflected by a purely logical interpretation of the program.

Other common non-logical programming means of achieving efficient control of the deduction process include the PROLOG cut or the “predicates” assert, retract, and if-then-else. Such procedural constructs have declarative semantics—if any—that are different from their operational semantics. They result in a more or less imperative programming style and destroy the equivalence of procedural and declarative semantics, which is one of the main reasons for logic programming in the first place.

Meta control is a much better solution. It allows specification of control without interfering with the declarative representation of knowledge. For example, suppose we have the following declarative knowledge about a small initial segment of the ordinal numbers:

1: ord(succ(X)) ← ord(X).
2: ord(0).
3: ord(ω).

If we were to use this knowledge in a PROLOG system, we would have to reorder the rules so that Rules 2 and 3 occurred before Rule 1 in order to avoid infinite loops for existential queries such as ?ord(succ(Z)). When adding new rules (e.g., ord(ω₁)), a programmer must pay close attention to how they interact with the rest of the rules—in this case ensuring that the new rule is added before Rule 1. That is, in addition to the declarative knowledge that 0, ω, and their successors are ordinals, we must also keep in mind the correct order for the rules and the control strategy of the inference engine. In other words, object-level
information (in this case, knowledge about the structure of ordinal numbers) is intertwined
with information about how to use object-level information (e.g., which rule should be used
first). We call the latter control-level information.

If, instead, we separate control-level information from object-level information, we can
specify the logical theory of ordinal numbers without worrying about the operational inter-
pretation, or execution, of the theory as a logic program. In a separate set of meta control
rules, we can then—again declaratively—specify the control information. The set of control
rules, together with the object rules, represents a logical theory about the control of the
logic program; we need only specify that Rule 1 is examined after any other rules, or we
might specify that ground clauses are always to be preferred over non-ground clauses for
the predicate ord/1.\(^3\)

3.1 Static Control: Abstraction Levels

One method for specifying meta control in a declarative fashion is abstraction levels. static
numeric annotations that describe the order in which clauses are considered to construct
proofs, enforcing the preference of abstract proofs over less-abstract ones. These impose
static global constraints on the search for a proof. To every rule, the programmer assigns an
abstraction level. For example, suppose that there are only two abstraction levels, low and
high. Then any proof that uses only clauses with high abstraction levels will be preferred
to any proof that uses a clause with a low abstraction level, even if the latter proof is much
shorter.\(^4\)

The implementation of this scheme is straightforward; the inference engine proceeds to
a less-abstract level only if the search for a proof at the more-abstract level fails. (This
means that bad choices for abstraction levels affect only speed, and not correctness or
completeness.)

Abstraction levels are a crude form of meta control. They are static and, though global,
have a granularity at the clause level. Because of this, abstraction levels are often not
general enough. The next section presents an example that calls for dynamic meta control.

3.2 Dynamic Control: Meta Rules

In Prolog, as in many other logic-based knowledge representation systems, control informa-
tion interferes with logical statements in order to achieve an efficient evaluation of
huge sets of unit clauses (Sterling & Shapiro, 1986). Consider the following example (from
(Beckstein et al., 1996)).

\[
\begin{align*}
grandparent(X, Y) &\leftarrow \text{var}(Y), !, \text{parent}(X, Z), \text{parent}(Z, Y). \\
grandparent(X, Y) &\leftarrow \text{parent}(Z, Y), \text{parent}(X, Z).
\end{align*}
\]

This example shows how efficiency considerations that have nothing to do with the declar-
ative meaning of the logic program complicate the code. Expressing efficient control strategies
for logical theories that are more complex than grandparent requires increasingly baroque
and hard-to-understand coding.

\(^3\) A predicate \(p\) of arity \(n\) is denoted \(p/n\).

\(^4\) However, the programmer will typically assign abstraction levels to the rules in such a way that short
proofs are also abstract proofs.
In our system, this kind of implicit control information is not necessary. We simply express the logical fact by the clause

\[
\text{grandparent}(X, Y) \leftarrow \text{parent}(X, Z), \text{parent}(Z, Y).
\]

In order to ensure an efficient evaluation, we specify that the subgoal that contains the ground argument must be evaluated before the subgoal that contains the variable:

\[
\text{before}(L_1, L_2) \leftarrow \text{goal}(L_1, \text{parent}(X, Y)),
\]
\[
\text{goal}(L_2, \text{parent}(Y, Z)),
\]
\[
\text{ground}(X), \text{var}(Z).
\]
\[
\text{before}(L_2, L_1) \leftarrow \text{goal}(L_1, \text{parent}(X, Y)),
\]
\[
\text{goal}(L_2, \text{parent}(Y, Z)),
\]
\[
\text{ground}(Z), \text{var}(X).
\]

At first sight, the PROLOG formulation seems shorter and simpler. We argue that the number of characters needed is not a good measure of complexity. The order of clauses and goals and—more importantly—the cut in the PROLOG program implicitly contain critical, complex information that is made explicit in our meta program. Furthermore, in our solution, the meta theory is conceptually and literally separated from the object-level theory. Moreover, operational semantics of the program are equivalent to the declarative semantics of the object-level theory.

The meta predicate \text{before}/2 allows us to specify control information in a clean fashion, separately from the logical theory about parents and grandparents. Other control predicates that our system makes available to the programmer are \text{notready}/1 and \text{hot}/1 for the selection of subgoals to be resolved and \text{clauseorder}/2 for the selection of the resolving clause. When the inference engine chooses the next subgoal to be resolved, it determines the minimal elements of the partial order defined by \text{before}/2. Subgoals that are proved to be \text{notready}/1 may not be chosen; within these constraints, \text{hot}/1 subgoals receive priority. The rule

\[
\text{clauseorder}(H, [N_1, \ldots, N_m]) \leftarrow B_1, \ldots, B_n.
\]

states that clauses whose names belong to \(N_1, \ldots, N_m\) must be selected in that order for the next inference step if the selected subgoal is an instance of \(H\). The meta predicates \text{clause}/2 and \text{goal}/2 establish names for clauses and currently active subgoals.\footnote{The meta predicates \text{var}/1 and \text{ground}/1 have the usual meaning. Since they have no first-order declarative semantics, they can, in fact, destroy the equivalence of declarative and operational semantics of the program if they appear outside the meta level and should therefore be used with care. See the discussion in the Related Work section.}

If the meta rules do not completely specify the control decisions, the default control is from left to right.

The semantics of all meta predicates follows that of (Beckstein et al., 1996); we refer the reader to that paper for the details of the declarative and procedural specification of the meta predicates.\footnote{An electronic copy of (Beckstein et al., 1996) is available at 
http://www.ksl.stanford.edu/people/stolle/Papers/meta96.pdf, ps.}
4. Explicit Representation

If an inference engine is integrated in a multi-modal reasoning system, other—non-logic-based—reasoning modules must have access to previously derived knowledge: everything that has been successfully inferred so far. Resolution provers that do not remember previously derived knowledge only maintain the current root path of the search tree, which represents the (partial) proof tree of the current proof attempt. The advantage of maintaining only the root path is its linear space requirement; the disadvantage is that already-proven results must be rederived every time they occur on different root paths. Trading space for time, many problem solvers use some kind of caching of inferences in order to avoid duplication of effort, to generate explanations, and to guide backtracking or control (Forbus & de Kleer, 1993). This approach becomes particularly important when—as in the application example in Section 6 of this paper—the derivations of some formulae require the invocation of other reasoning modules and are therefore very expensive.

In this section, we describe, in some detail, the form of caching used in our logic system and the explicit representation that is necessary to achieve it.\footnote{A graphical user interface (GUI) also takes advantage of the explicit internal state of the inference engine: the engine is easily interrupted and restarted and the GUI allows for examination of the current state of the search.} Since our approach can be viewed as a very simplified form of truth maintenance, we briefly discuss the similarities and differences between this approach and traditional truth maintenance systems (TMSs) and the motivation behind our choices. Finally, we describe how caching and explicit representation of the inference state are integrated with abstraction levels and dynamic meta control.

4.1 Implementation

The system described in this paper is implemented in SCHEME. The state of the inference engine is encapsulated in a stack. The elements of this inference stack are either “choice points” or inference stacks themselves. A choice point is any place in the search tree where a decision must be made. For example, assume we are trying to prove the subgoal \( p(X) \). Furthermore, assume the following two clauses in the database are the only ones whose heads unify with \( p(X) \).

\[
\begin{align*}
1: & \quad p(Y) \leftarrow q(Y), r(Y). \\
2: & \quad p(a) \leftarrow q(a).
\end{align*}
\]

Then the system will create a choice point for the goal \( p(X) \) that contains the matching clauses 1 and 2. Choice points also keep track of the corresponding bindings.

The typical (and elegant) way of programming a resolution inference engine is to call the engine recursively to resolve the subgoals of the current goal. However, if we were to actually do a recursive SCHEME call, the explicit representation of the inference engine state would be lost, as it would be embedded in the SCHEME call stack. Instead, to keep the state explicit, we do a “pseudo-recursive” call by pushing a new inference stack onto the old one and then using only the new inference stack until this simulated recursive call succeeds or fails. In the latter case, we throw away the new stack; if the simulated recursive
call succeeds, we keep the new inference stack on the old one so we can backtrack into the
call if necessary. We then continue the inference process, using the old inference stack
and pushing new choice points (or inference stacks) above the other inference stack.\(^8\)

Our inference engine handles normal clauses in a straightforward Prolog fashion. To
handle embedded implications, we do a pseudo-recursive call to the inference engine, adding
the formulae in the body of the embedded implication to the current assumptions and setting
the current goal to be the head of the embedded implication.

Since the state of the inference engine is encapsulated in a single explicit data structure,
it is trivial to interrupt and resume the inference task: if the inference engine is interrupted,
it simply returns the inference stack. To restart, it is only necessary to call the inference
engine and pass the inference stack back in.

4.2 Sample Inference

A flow chart of the inference process is shown in Figure 1. The symbols 1, 2, 3, 4, and
5 identify the important internal states of the inference engine.

To illustrate how the inference engine operates, we step through the inference process
for a simple query. Let the database of clauses be given by

1: \( A \leftarrow (B \leftarrow C), D \).
2: \( A \leftarrow X \).
3: \( B \leftarrow F \).
4: \( B \leftarrow X \).
5: \( D \leftarrow E \).
6: \( E \).
7: \( F \leftarrow C \).

Suppose the query is \(?A\). The initial conditions of the inference engine are shown in Figure 2.
The top of the stack, \( S \), is empty and the goal set \( G \) contains only the query formula: \{ \( A \) \}. The
engine starts in State 1. In this state, the meta control\(^9\) for the engine selects \( A \) (the
only choice in this case) as the next goal to prove. A choice point (denoted c.p. in the figure)
is created from all clauses in the database and all assumptions in the current assumption
set that unify with the selected formula, \( A \), and this choice point is pushed onto \( S \). The
state becomes 2.

In Figure 3 the inference engine is in State 2, so a choice point is popped off the stack
and a clause is selected to try (again, the meta control makes this decision). In this case,
the chosen clause is \( A \leftarrow (B \leftarrow C), D \); the remainder of the choices are pushed back onto
\( S \), the state is changed back to 1, and the goal set \( G \) becomes \{ \( (B \leftarrow C), D \) \}. Again, the

---

8. There are other methods for handling the need for recursive calls. Another embedding of Prolog into
Scheme (Haynes, 1987) used the fact that Scheme has first-class continuations to enable backtracking
through recursive calls, and used continuations for non-blind backtracking or "lateral" control transfers.
We avoided using continuations because, although they do provide a handle into the Scheme control
stack, they are still not explicit enough—continuations are opaque. Our approach of reifying the control
explicitly also allows for non-blind backtracking, though we did not implement it in our system.

9. The meta control module selects goals and clauses according to the programmer's meta control rules,
which are described in Section 3.2 of this paper.
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Figure 1: Flow-chart of the inference engine.
meta control selects a formula from the goal set, namely $B \leftarrow C$. Since this is an embedded implication, the engine proceeds to State 3 above.

In State 3, a new stack is pushed onto the old stack. The old goal set (called “goal continuation” in the figure), \{D\}, and a pointer to the old stack top are saved. The head of the embedded implication becomes the (only) goal in the new goal set $G$, and the formulae in the body of the implication (called “assumptions” in the figure) are temporarily added to the rule base. Finally $S$ is set to the top of the new stack and the state becomes 1.

Next (Figure 5), the (only) formula from the goal set is selected, a choice point is pushed and the current state becomes 2. Notice that this choice point is pushed onto the inner stack that was created in State 3 above.

In Figures 6–8, the inference engine progresses through States 1, 2, and 1 until $G$ becomes empty (Figure 9). Then, the inference engine proceeds to State 5. (This means that the subgoal $B \leftarrow C$, which caused the creation of the second inner stack, was successful.) Then $S$ is set back to the parent stack and $G$ is reset to the old goal continuation \{D\}. The current state becomes 1 as shown in Figure 10.

The meta control selects a goal from $G$ and a new choice point is pushed onto $S$. Note that the current stack is now equivalent to the original, outer-most one (Figure 11). The inference engine continues this process until either State 4 or State 5 is reached (failure or success, respectively), with $S$ pointing to the original outer-most stack.

The explicit representation of embedded call stacks described and illustrated in this section is important for two reasons. First, it allows previously derived knowledge to be reused and passed around to other (possibly non-logical) reasoning modules. Second, the graphical user interface has access to the complete search tree. These two features are of crucial importance for a multi-modal reasoning system, an example of which we describe in Section 6 of this paper.\footnote{A third advantage of an explicit representation is that the meta control can choose between all subgoals in the call stack rather than just the subgoals of the inner-most stack. In this case, nested implications are not necessarily evaluated before the goal in which they are embedded. However, our implementation}

![Figure 2: Initial conditions of the inference engine.](image)

![Figure 3: Inference engine, state=2](image)

![Figure 4: Inference engine, state=1](image)
Figure 5: Inference engine, state=1

Figure 6: Inference engine, state=2

Figure 7: Inference engine, state=1

Figure 8: Inference engine, state=2
Figure 9: Inference engine, state=1

Figure 10: Inference engine, state=1

Figure 11: Inference engine, state=2
In the next section we describe how available knowledge is reused in the inference process and how it is passed to non-logical reasoning modules.

4.3 Making Derived Knowledge Explicit

We maintain previously derived knowledge for two reasons. First, we want to be able to pass knowledge explicitly to other reasoning modules. Second, we want to avoid duplication of effort. Formulæ that have been proved are stored in a database for reuse in later proofs or subproofs. The second reason is particularly important where the proof of a formulæ involves calls to other modules; these calls are typically expensive and should not be done more often than necessary.

In order to attain both of these goals, we maintain a database (implemented as a hash table) of previously derived formulæ. This database contains formulæ that have been proved in the current inference process, even if these formulæ are not in the current proof tree, i.e., even if they are on a branch of the search tree that failed. However, because it is impractical to store everything that has been proved, we only cache predicates that the programmer declares as relevant, using the meta predicate relevant/1 (Beckstein & Tobermann, 1992). (This would typically include those in which multiple modules are interested and those that are expensive to evaluate.)

Every time the proof of a relevant formulæ is completed, the database is updated. If there are no active assumptions, the proven relevant (atomic) formulæ is simply added to the database as is. If, however, we are currently in the middle of the proof of an embedded implication (which means that the set of current assumptions is not empty), the proven formulæ might be true only relative to some of the active assumptions. Therefore, we collect the assumptions that have been used since the start of the inference process for the relevant goal. If this set of used assumptions is empty, the relevant formulæ is stored as an atomic formulæ in the database. If the set of used assumptions is non-empty, we store a non-atomic formulæ—an implication—built from the relevant formulæ and the used assumptions.

These cached formulæ are then used to speed up calls to the same subgoals in later proof attempts. They are used as if they were program clauses whenever a resolving clause must be chosen for a given subgoal (State 3). They are added at the front of the rule base, i.e., they receive priority unless the meta control decides otherwise.

In the database, we store only the most-general forms proved so far: if we prove \( A \) and \( B \) and \( A\theta = B \) for some substitution \( \theta \), then we store only \( A \). This amounts to \( \theta \)-subsumption (van der Laag, 1995) in the case of atomic formulæ. In the case of embedded goals (implications) this is only a crude form of caching: handling full \( \theta \)-subsumption in this general case is NP-complete (Garey & Johnson, 1979). However, our (seemingly ad-hoc) form of caching does exactly the right thing: since calls to expensive modules typically appear statically—in only a few rules, rarely is an expensive call subsumed by previous calls but not detected by a purely syntactic check for generalization or specialization. A full subsumption check would add much complexity with little gain.

---

does not take advantage of this possibility. Currently, the reasoner always finishes embedded subgoals before returning to the embedding goal.
A similar complexity trade-off motivated our decision not to use a full truth maintenance system (de Kleer, 1986; Forbus & de Kleer, 1993). In many problem solvers, TMSs provide an elegant solution to reasoning using beliefs, assumptions, and contexts. Maintaining labels (minimal sets of sufficient assumptions, in the case of an ATMS) brings complexity that is unnecessary for our purposes. Instead, we provide the programmer with the meta-predicate relevant/1, which is appropriate tool to maintain just enough information to be able to pass all relevant current knowledge to other modules while avoiding duplicated work in evaluating time-intensive predicates.\(^\text{11}\) The following example illustrates how the "caching technique" described in this section facilitates efficient interaction with non-logical reasoning modules. Consider the following program fragment from the domain of ODE theory.

\[
\begin{align*}
  \text{falsum} & \leftarrow \text{time\_series}(T), \text{chaotic}(T), \text{periodic}(T). \\
  \text{falsum} & \leftarrow \text{time\_series}(T), \text{chaotic}(T), \text{linear}(T). \\
  \text{chaotic}(T) & \leftarrow \text{time\_series}(T), \text{expensive\_test}(T, \text{chaotic}). \\
  \text{periodic}(T) & \leftarrow \text{time\_series}(T), \text{expensive\_test}(T, \text{periodic}). \\
  \text{linear}(T) & \leftarrow \text{time\_series}(T), \text{expensive\_test}(T, \text{linear}). \\
  \text{time\_series}(ts).
\end{align*}
\]

Suppose that \(ts\) is an experimental time series that happens to be chaotic (hence non-periodic). Consider the query \(\text{falsum} \leftarrow \text{linear}(ts)\) whose interpretation is: "is the time-series non-linear?"\(^\text{12}\) If we assume a depth-first-left-right strategy, the system evaluates the formulae in the following order:

\[
\begin{align*}
  &\text{not}(\text{linear}(ts)) \\
  &\text{falsum} \leftarrow \text{linear}(ts) \\
  &\text{falsum} \\
  &\text{chaotic}(ts) \\
  &\text{falsum} \leftarrow \text{expensive\_test}(ts, \text{chaotic}) \\
  &\text{periodic}(ts) \\
  &\text{falsum} \leftarrow \text{expensive\_test}(ts, \text{periodic}) \quad \text{fails} \\
  &\text{falsum} \\
  &\text{chaotic}(ts) \\
  &\text{expensive\_test}(ts, \text{chaotic}) \quad \text{succeeds} \\
  &\text{linear}(ts)
\end{align*}
\]

The system does not do the numeric test for linearity because we are assuming \(\text{linear}(ts)\) in the query. Notice that the numeric test for chaoticity is evaluated twice, even though it only needs to be done once. For efficiency, we need to cache the result of this evaluation.

---

\(^{11}\) For the case of logic-based truth maintenance systems (LTMS), Everett and Forbus (Everett & Forbus, 1996) have shown that freeing facts for garbage collection can often be used to find the right space/time trade-off. As an alternative solution, we are investigating the notion of "sparse truth maintenance."

\(^{12}\) The formula \(\text{linear}(ts)\) represents the fact that all data points of the time series \(ts\) lie on a line (modulo some specified resolution). The ODE rule used in this example is: a linear \textit{behavior} is neither a periodic behavior nor a chaotic behavior. This ODE rule is much narrower and much more limited than the more general rule that a linear \textit{ODE system} (represented by the formula \textit{linear-system}(current-model)) cannot be chaotic.
after the first call so that on the second call the inference system can simply report failure or success without actually doing the expensive numeric test a second time.

Caching intermediate results is crucial in order to avoid duplication of effort if a formula appears multiple times in a search tree. The overhead of the cache is negligible compared to the saved computation time. Storing or retrieving a formula from a hash table takes a fraction of a second, but the computation that establishes such a formula (e.g., an expensive numerical test) may take several seconds or even minutes.

This mechanism is critical to the efficiency of any system that uses this framework. The program in which we have tested this inference system, for example, incorporates a large variety of heterogeneous reasoning modes: symbolic reasoning, geometric reasoning, qualitative simulation, parameter estimation, and numerical simulation. Geometric reasoning and qualitative simulation are orders of magnitude more expensive than simple symbolic checks, and parameter estimation and numerical simulation are even more expensive. Therefore, the term “caching” may be misleading for the inference engine’s technique of storing and reusing previously derived formulae. The caching mechanism is not merely a matter of making the program more efficient by a small percentage. It makes heterogeneous reasoning feasible.

4.4 Integration of the Three Goals

The previous section explains how our implementation maintains derived knowledge, thereby allowing that knowledge to be passed to other modules. In this section, we describe where and how the solutions that achieve the other goals of the work described in this paper—equivalence of declarative and operational semantics, and declarative representation of control information—fit into this picture.

Relevant formulae are handled by the inference engine in the same way as embedded implications are. Conceptually, a new incarnation of an inference process tries to finish a proof of the relevant subgoal before other subgoals receive attention. In State ① of Figure 1, for example, if the selected formula is deemed relevant, the inference engine passes to a State ③ (similar to State ③), where a new stack is pushed onto the old stack. The new goal set contains only the relevant formula, and the engine goes back to State ①. Later, when State ⑤ or ④ is reached (success or failure in proving the relevant formula, respectively), the engine will, before resuming the inference, store the result of the pseudo-recursion, as described in Section 4.1. This means that declaration of relevance takes priority over control decisions that are specified by meta rules. The advantage of this approach is that it is easy to keep track of when a relevant formula has been proved.

The inference engine handles the abstraction levels by iterating from the most-abstract level to less-abstract levels. Abstraction levels are identified by the programmer, who assigns a natural number (an “abstraction level number”) to each clause. For example, in the domain of ODE modeling, the abstraction levels are used to express static control knowledge of the type: “In general, try to build proofs involving qualitative properties of candidate ODE models before building proofs involving numeric properties.” First, only the clauses on the most-abstract level are considered. If this proof attempt fails, the clauses from the next abstraction level are added, and so on, until the proof succeeds or all levels are exhausted.

13. Gallaire and Lasserre (Gallaire & Lasserre, 1982) achieve a similar effect using the predicate finish.
Maintaining the database of derived knowledge reduces duplication of effort that would occur when knowledge has to be rederived in later iterations. Avoiding duplication of effort is, in general, crucial to all inference tasks that involve expensive proofs or repeated calls to time-consuming reasoning modules.

The meta-level control strategy is integrated into the inference engine at two points: when a subgoal is selected to be resolved (in State 1) and when a resolving clause is selected (in State 2). These two points are marked "Meta-control invoked here" in the inference engine flow-chart (Figure 1). In order to select a subgoal, the inference engine is called recursively\(^\text{14}\) to evaluate all notready-, before-, and hot-rules (see Section 3.2) that apply to the current situation. We call the facts that are proved by these evaluations of meta rules the current control facts. From the current goal, the meta control chooses a subgoal that meets all constraints imposed by the current control facts. In order to select a clause, the meta control is only consulted the first time the inference engine reaches this choice point. Again, the meta control evaluates all clauseorder-rules that apply to the current situation in order to derive the current control facts. The meta control then determines an ordering of all matching clauses that meets all constraints that are expressed by the current control facts. The first clause in this ordering is chosen to resolve the current subgoal of the object-level proof. If the same choice point is reached again later via backtracking, the other clauses can be used in the already-determined order; meta control need not be invoked again. Please consult (Beckstein et al., 1996) for a formal description of the semantics of the control predicates.

5. Correctness and Completeness

Generalized Horn Clause Logic is intuitionistically equivalent to a certain subset of McCarty's Clausal Intuitionistic Logic (McCarty, 1988a, 1988b). According to Tobermann (Tobermann, 1994), the calculus of generalized Horn clauses upon which our theorem prover is based is logically sound and complete. Since the prover performs depth-first search, it is combinatorially incomplete in the same way as PROLOG is: it cannot effectively find a proof for a logical consequence of the theory represented by the program if its derivation is hidden by an infinite path in the search tree. The introduction of control rules into generalized Horn clause logic does not affect the soundness of the proof procedure. Control rules cannot "generate" new solutions that are not logical consequences of the logic program.

Control rules for the selection of subgoals preserve not only correctness but also completeness. Tobermann (Tobermann, 1994) has also shown that the selection function for a RISC-type prover may perform arbitrary computations. The only condition that the selection function has to meet in order to preserve completeness is that it must be a total function that selects one of the current subgoals. Ordering of clauses does not affect the logical completeness.\(^\text{15}\) It does, however, affect combinatorial completeness; a different order may make the prover follow an infinite path before it finds some logical consequence of the

---

\(^{14}\) A recursive call to the inference engine allows the full generality of the theorem prover to be used for meta control in a simple and elegant fashion.

\(^{15}\) In our system, clause ordering only decides when a clause is applied, not whether it is applied. This stands in contrast to other information prioritization systems, in which prioritization amounts to an exclusive choice between possibly conflicting pieces of information (Pradhan, Minker, & Subrahmanian, 1995).
program. One of the intended usages of the meta predicate `clauseorder/2` is—in addition to efficiency considerations—to (dynamically) determine a combinatorially complete clause order. Given the meta control predicates described in Section 3.2, this can be effected by the programmer in an easy and intuitive way.

The calculus that results from adding the abstraction level mechanism to the RISC-type prover is also correct and complete. First, consider correctness. More-abstract reasoning only takes away solutions of the program; it never adds new solutions. Thus, the resulting calculus is correct. Completeness is somewhat more subtle. The completeness of the underlying inference engine implies that the reasoning process is complete relative to the set of rules that are in use. However, reasoning performed at a more-abstract level is typically incomplete with respect to a less-abstract level. This is exactly our intention: to mask out logical consequences of the program that lead to too-detailed reasoning too early. Since queries ultimately fail only after the inference engine has considered all rules at all abstraction levels, the overall process is complete.

Both correctness and completeness are also preserved by the caching mechanism. A formula is only stored if it has been proved. Since the knowledge base does not change during the evaluation of a query, a stored formula remains true for the whole evaluation process and can thus be reused. A formula that is true only with respect to an extended context (that is, a set of assumptions) is stored as an implication whose body consists of those assumptions. These conditional formulae are also valid and do not affect correctness. Likewise, completeness remains unaffected by the caching mechanism since no rules are removed from the logic program; rather, the cache is added in front of the logic program. Solutions may be found in a different order, however; currently, they are also found multiple times if the theorem prover first uses cached results and later also uses the corresponding original rules. This only poses a problem if the user asks for several proofs of a query, or if excessive backtracking occurs within a proof. A version of the cache manager that avoids even these duplication problems is currently under construction. In that version, every cached formula will maintain a pointer to the rules from which it was derived, along with some other book-keeping information.

In the application example described in the next section, the inference engine’s task is to find the first proof of the query `falsum`.

6. An Example

The logic system presented in this paper has successfully been used as a knowledge representation and reasoning framework in the domain of ODE theory. The program PRET (Stolle & Bradley, 1998; Bradley et al., 2001) automates system identification (Ljung, 1987): given hypotheses, observations, and specifications, it constructs an ODE model of a black-box dynamical system. PRET uses the given hypotheses to construct a sequence of candidate models and checks each candidate against the observations. The first candidate that passes this check is returned as the answer. In this section, we describe how PRET employs our logic system to perform this model check.

PRET’s knowledge base encodes ODE theory in GHCIL clauses. The person who implements or maintains this knowledge base will presumably be an expert in engineering—not logic programming—so the declarative representation of knowledge without the use of “hack
type” efficiency side effects is crucial. The concept of negation as inconsistency is ideal for this application: the candidate model checker combines the observations about the target system, the observations about the candidate model, and the ODE theory into one set of clauses and then checks that set for consistency, i.e., tries to derive falsum from it. This instantiates PRET’s opportunistic paradigm: a candidate that provides no reason for an inconsistency is considered a good model.

Checking candidate models against the given observations poses a difficult reasoning control problem, but one that can be solved elegantly using the framework described in this paper. The model checker makes use of several non-logic-based modules, e.g., the commercial symbolic algebra package Maple (Char, Geddes, Gonnet, Leong, Monagan, & Watt, 1991), a simple qualitative envisioning module, a nonlinear numerical parameter estimator (Bradley, O’Gallagher, & Rogers, 1998), and a geometric reasoner for intelligent data analysis (Bradley & Easley, 1998). Calls to these modules require knowledge to be passed to them explicitly. By declaring the appropriate predicates as “relevant,” the PRET knowledge engineer instructs the inference engine to make the appropriate pieces of knowledge available. Different reasoning techniques vary considerably in their cost. Symbolic techniques are usually quick and cheap; the order of an ODE, for example, can be established within a fraction of a second. Semi-numeric and numeric techniques take much longer. The time taken by a call to PRET’s parameter estimation module, for example, ranges between a couple of seconds and several minutes. What PRET needs in order to manage the complexity of its task—finding an ODE model for a given dynamic system—is the ability to dynamically orchestrate application of its ODE rules and the various reasoning modes that are triggered by the resulting evaluations, all in a manner that leads to the quickest possible test of a given model.

The three techniques described in this paper—abstraction levels, dynamic meta control, and reuse of previously derived formulae—achieve exactly this intelligent orchestration of reasoning modes. We use the concept of abstraction levels (see Section 3.1) to direct the search for an inconsistency toward a quick, abstract proof. For example, qualitative reasoning rules are assigned a more-abstract level than rules that encode numerical reasoning. As a result, PRET tries to discard models by purely qualitative means before resorting to numerical techniques. In other qualitative reasoning systems that work with different abstraction levels (e.g., (Yip & Zhao, 1996; Mosterman & Biswas, 1997)), the levels are implicitly defined by the system’s architecture and data structures. In PRET, every rule is explicitly assigned an abstraction level number. Similarly, the logic engine’s dynamic control is used in PRET to guide the search toward a cheap and quick proof of falsum. Rules that are likely to lead to a contradiction are chosen before other rules, and subgoals that are likely to fail quickly are evaluated before other subgoals. As an example, consider the following (simplified) program.

\[
\text{stable} \leftarrow \text{linear, all roots in left half plane.}
\]
\[
\text{stable} \leftarrow \text{non-linear, stable in all basins.}
\]
\[
\text{hot}(L) \leftarrow \text{linear, goal}(L, \text{stable}).
\]

In this example, the control rule specifies that reasoning about the system’s stability should be done early on if that reasoning is known to be cheap, e.g., if the system is known to be
linear. Stability reasoning does not get priority, however, in the nonlinear—expensive—case. The domain-specific reasoning behind this control flow is as follows: A linear dynamical system has a unique equilibrium point, and the stability of that point—and therefore of the system as a whole—can be determined by examining the system's eigenvalues, a simple symbolic manipulation of the coefficients of the equation. Nonlinear systems can have arbitrary numbers of equilibrium sets. These attractors are expensive to find and evaluate. Thus, if a system is known to be linear, its overall stability is easy to establish, whereas evaluating the stability of a nonlinear system is far more complicated and expensive. The framework described in this paper not only makes it easy for a domain expert to specify this kind of knowledge, but also turns that knowledge to advantage in an elegant and powerful way. Pret's meta theory, which captures key concepts in differential equations and dynamical systems, allows the inference system to take advantage of the dynamic dependencies described above. The major advantage of this approach is that Pret's control knowledge is separated from the ODE theory and does not interfere with the ODE theory's declarative semantics. This example illustrates how control information that originates in a domain expert's understanding of the application domain can be expressed cleanly and intuitively using the logic system described in this paper.

Pret's graphical user interface (GUI) also takes advantage of the explicit state representation of the inference engine. For example, the GUI allows the user to interrupt the inference engine at any time. Having interrupted the computation, the user is able to examine the inference engine's state, restart the computation, or even save the computation in progress and start a new computation. The GUI displays the knowledge that has been derived so far, proof trees for this derived knowledge, and the proof tree in progress. Whereas in traditional logic systems proof trees are usually built by meta interpreters, in Pret this task is trivially implemented using the explicit state representation.

Even though the computational complexity of Pret's model checker has not yet been formally analyzed, experiments (e.g., [Easley & Bradley, 1999; Bradley et al., 2001]) show that it performs well on engineering textbook problems. The recursive call of the inference engine that evaluates the bodies of control rules may be viewed as a potential source of complexity, or even infinite loops. In practice, however, the proofs of control rules bottom out quickly. The only use of embedded implication so far was the interpretation of not/1 as negation as inconsistency.

Recently, there has been an interesting discussion in the AI community about the need for domain-dependent control information in any application. Theoretically, there is no need for domain-dependent control because control knowledge can be factorized into domain-independent control information and domain-dependent modal information (Mendelson, 1964) that encodes the structure of the search space (Ginsberg & Geffes, 1991). While this elegant result is true for logic programming in general, the Pret project (and others projects as well, e.g., [Minton, 1996]) is a prime example of an application that requires a different approach. Having to think about control in terms of the structure of the search space is exactly what we want to avoid. The implementer of the knowledge base should instead approach it from the viewpoint of his/her domain: which rules are more abstract than others, which rules or goals trigger expensive calls to other packages, and so on.
7. Context and Related Work

The work described in this paper draws upon ideas and techniques from several areas of mathematics, engineering, and computer science; citing more than the few most important and/or most closely related publications in each of these areas would yield an excessive bibliography. In this section, we mention only the most closely related publications from the large body of literature on meta-level systems and control. References to related work that appear in the body of the paper will not be repeated here.

Some of the earliest work on meta control includes (Gallaire & Lasserre, 1979; Davis, 1980; Gallaire & Lasserre, 1982; Dincbas & Le Pape, 1984; Devanbu, Freeland, & Naqvi, 1986). More recently, implemented logic programming languages (e.g., (Hill & Lloyd, 1994; Beckstein et al., 1996; Grosif, 1997)) have been influenced by these ideas. Furthermore, automated planning systems (e.g., (Stefik, 1981; Carbonell, Blythe, Etzioni, Gil, Joseph, Kahn, Knoblock, Minton, Perez, Reilly, Veloso, & Wang, 1992; Barrett, Christianson, Friedman, Kwok, Golden, Penberthy, Sun, & Weld, 1995)) typically employ meta-level decision-making. The planning system TLPlan uses temporal logic to express control information (Bacchus & Kabanza, 2000). The constraint-based framework of Satplan and Graphplan allows such rules to be compiled into these planners (Huang, Selman, & Kautz, 1999). An answer-set programming approach to the domain-dependent control of planners was presented in (Son, Baral, & McIlraith, 2001). Moreover, the notion of specifying control has also been applied to the situation calculus (Lin, 1999).

In a different, but related, branch of the literature—called strategic proof planning—strategies that guide the proof search are explicitly represented as plans and dynamically refined during the theorem proving process (Bundy, 1996). This approach adds a form of explicit global control to the low-level, local, tactical control decisions of a theorem prover. Work in this area spans from the earliest research by Bundy (Bundy, 1987) to contemporary theorems provers and integrated mathematical assistants (e.g., (Benzmüller, Cheikhrouhou, Fehr, Fiedler, Huang, Kerber, Kohlhase, Konrad, Melis, Meier, Schaarschmidt, Siekmann, & Sorge, 1997; Melis & Siekmann, 1999; Castro & Borovansky, 2000; Hutter, 2000; Melis & Meier, 2000)).

The Automated Deduction community has produced a large body of systems and literature on tactical and strategic control of deduction (see, for example, (Gramlich, Kircner, & Pfenning, 2000)). Denzinger, Fuchs and Fuchs (Denzinger, Fuchs, & Fuchs, 1997) describe a system that learns to re-enact previously successful proof attempts in the domain of purely equational theorem proving. The system finds solved problems that are analogous to the current problem and adapts the corresponding known proof. The search is distributed across a multi-agent architecture whose selection strategies and heuristics are expressed declaratively, using domain-specific terms.

There are important differences between the control of theorem provers in the field of automated deduction and the work presented in this paper. In automated deduction, proving theorems is the primary aim of the system. Our system, on the other hand, is designed to facilitate the expression of control knowledge in the context of a particular application domain. Theorem proving is just the vehicle, not the goal. In the application domain example in the previous section, for example, the formulation of meta-level control knowledge is crucial to the effective orchestration of a heterogeneous reasoning process: automated
system identification. The underlying mathematical theory of system identification—ODE theory—is expressed as a logical theory; hence, the control of PRET’s reasoning is an instance of control of automated deduction. However, PRET employs only one theorem prover. Unlike automated deduction systems that orchestrate a suite of theorem provers (e.g., (Denzinger & Fuchs, 1999)), PRET orchestrates a suite of non-logic-based reasoning modules by deciding when to invoke which one and by making the results available to other modules in form of logical formulae.

In PRET’s logical paradigm (Stolle & Bradley, 1996), the invocation of modules is triggered by the evaluation of resolution goals. Therefore, some of the control information that is expressed through the dynamic ordering of goals and clauses corresponds to what in automated deduction is called strategic information. This uniform framework of expressing all control as control of a resolution prover has proven useful and intuitive in our application domain. The combination of static abstraction levels and dynamic meta level control rules allows for an effective orchestration of the automated system identification task.

Meta languages have a long history in logic and logic programming (Subrahmanian, 1988). Meta language constructs whose semantics are similar to the constructs in our system were suggested by Gallaire and Lasserre (Gallaire & Lasserre, 1979, 1982); however, their specification of the semantics was vague. Declaration of relevancy has a similar effect as Gallaire and Lasserre’s finish predicate. The idea of establishing a relationship between clauses and their names also stems from (Gallaire & Lasserre, 1982). Our notready/1 predicate is also similar to Nu-Prolog’s wait (Naish, 1985) and Gödel’s delay (Hill & Lloyd, 1994). Amalgamated meta-level inference for SLDNF resolution was presented by (Bowen & Kowalski, 1982; Yalcinalp, 1991).

A terminology for meta-level systems was suggested by van Harmelen (van Harmelen, 1991). According to that classification, our system is a bilingual object-level inference system with a ground representation of object-level goals and clauses on the meta-level. Unlike some other systems in that category (Beckstein et al., 1996), our system provides no guards to express directionality. If guards were available, meta predicates like var/1 and ground/1 could be used to choose appropriate clauses without interfering with the declarative semantics of the clauses. In our system, however, such meta predicates appear in the body of the clause and must therefore be used with care. Also, as discussed in Section 4.3, we do not make use of a full ATMS. In the bodies of meta rules we allow the full GHCIL language instead of restricting the meta language to Horn clauses. To evaluate meta-level control clauses, the GHCIL inference engine simply calls itself pseudo-recursively instead of switching to an Earley theorem prover (Earley, 1970; Beckstein & Kim, 1991). We also added the notion of abstraction levels, as described in previous sections.

In the Foreword to (Hill & Lloyd, 1994), Robinson calls the difference between pure logic programming and applied logic programming “a gap that has plagued the relational logic programming community since the birth of PROLOG in the early 1970s.” In a perfect world, “programs are first-order theories, and computations are deductions from them.” Recently, several papers (for example, (Lin, 1997)) have assigned declarative semantics to procedural constructs like the cut or negation as failure by stratifying programs or restricting program models. Our solution to this problem is to disallow procedural constructs and to restrict negation syntactically to negation as inconsistency with intuitionistic semantics.
The problem of ordering query subgoals—and optimizing queries in general—has been studied in both the database and the logic programming communities (e.g., (Warren, 1981; Smith & Genesereth, 1985)). The continuing attempts of the logic programming community to make applied logic programs more declarative and thus more readable and comprehensible has a strikingly similar counterpart in the database community. Relational query languages (Ullman, 1988) allow the desired data to be specified declaratively. Query optimizers, however, are typically programmed in procedural terms. One might argue that query optimizers in databases correspond to control components in logic programs. Cherniack has developed a system that expresses the information as to how queries are optimized declaratively as well, namely as declarative rewrite rules (Cherniack & Zdonik, 1998). In a sense, the concept of declarativeness is moving down the food chain. Naturally, this has to stop somewhere: Cherniack’s system specifies the information “which rewrite rule should be applied when” in procedural terms. Similarly, our system executes the bodies of control rules from left to right, i.e., procedurally.

8. Conclusion

We have presented an implemented logic system whose language is that of generalized Horn clause intuitionistic logic with negation as inconsistency. The system achieves three important goals: equivalence of declarative and operational semantics, explicit and declarative representation of control information, and smooth interaction among various heterogeneous reasoning modes.

These goals have been accomplished by integrating and implementing several carefully chosen techniques. Static abstraction levels and dynamic meta control rules explicitly specify the deduction strategy of the inference engine, thereby allowing the reasoner to intelligently navigate in the search tree. An explicit representation of the theorem prover’s state allows information to be passed between various logical and non-logical reasoning modules. The abstraction levels and meta control rules specified by the programmer orchestrate the calls to these reasoning modules. Furthermore, an intelligent caching mechanism stores relevant formulae and makes them available for reuse in later proof attempts. Typical examples of such relevant formulae are intermediate results of expensive calls to various reasoning modules.

As an example, we have incorporated our system into PRET, an automated modeling tool that reasons about ordinary differential equations (ODEs). The logic system described in this paper is an effective and efficient reasoning core for this process. Its design allows a domain expert to express knowledge about dynamic systems and ODEs in a natural, declarative manner. The control information, which specifies how the domain knowledge is to be processed, is also formulated declaratively, but separately from the domain knowledge. This approach facilitates correctness and clarity of the domain knowledge because the expert need not be concerned with control strategies when formulating knowledge about mathematical truths about dynamic systems and ODEs. As demonstrated in the PRET system, an appropriate set of control rules leads to the desirable behavior of the reasoner, which—in this case—amounts to an efficient search for an ODE: one that prioritizes cheap, abstract-level reasoning over expensive low-level reasoning whenever possible. Finally, the system identification task draws on a variety of heterogeneous reasoning modules. The logic
system described in this paper allows Pret to smoothly integrate these modules with each other, orchestrating them through careful control of its first-order theorem prover.

The system described in this paper implements an approach that can be viewed as a hybrid between what is known as tactical and strategic control in automated theorem proving. Rather than using different control mechanisms for tactical and strategic control, a Pret knowledge engineer expresses all control as control of a resolution prover. Combined with the abstraction hierarchy of more and more refined domain theories, this approach provides—in our experience—just the right tools for an effective orchestration of the automated system identification task. More generally, we expect that our approach will prove useful in other complex AI tasks that require the integration of heterogeneous reasoning modules that employ different reasoning paradigms. The conceptually clear separation between object-level domain knowledge and dynamic meta-level control knowledge, along with the domain theory’s abstraction levels, allows for a formulation of control information that corresponds directly to the user’s intuitions about more-abstract and less-abstract concepts and about more-expensive and less-expensive reasoning techniques in the application domain. The main goal of the design presented in this paper is not to give the logic system the means to learn or improve its reasoning strategies. Rather, it is to give the user (or knowledge engineer) the means to formalize domain-dependent information about various degrees of abstraction and about various degrees of reasoning cost in a way that is conceptually clear and that corresponds to a body of knowledge and expertise in the application domain. For this reason, an numerical comparison of Pret’s performance with and without meta-control (along the lines of (Minton, 1990), for example) would be besides the point. Pret’s control information does not merely make its reasoning more efficient; it makes it feasible. Nevertheless, it would be interesting to better understand the computational cost of Pret’s meta-control module, and we are currently working on an empirical evaluation.
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