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Abstract

Visual rewrite rule-based programming languages have been shown to be an interesting new approach to end-user programming. These languages are used to create visual simulations in which a rewrite rule changes the simulation display by replacing a part of the display with a different picture. Although these languages show great promise, they have problems in describing easily a wide range of parallel behavior and refining iteratively the behavior of the objects in the simulation.

This dissertation introduces Cartoonist, an extension of rule-based systems based on the notion of cartoons, a generalization of rules. Each of the characters, the objects in the simulation, consist of a depiction and a set of actions that it can execute. A cartoon describes the behavior of these characters by specifying a state sequence that may extend arbitrarily far into the past. The behaviors are dynamically combined in a subsumption-like architecture.

Cartoonist embodies four main characteristics that distinguish it from rule-based systems in important ways.

- The complex behavior of the objects in the simulation can be composed from separate, simple descriptions.
- Cartoons can refer to the present and the past in their condition, simplifying the description of interactions of objects. They also provide a way to represent temporal concepts.
- Different kinds of parallel behaviors can be expressed.
- Due to the declarative nature of the forward-chaining cartoons, behavior can be described by specifying what should not happen as well as what should.
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Chapter 1

Introduction

Visual simulations can be useful tools in a grade-school science class, but not if programming them is difficult. End users, people who are not inherently interested in programming and computers, do not necessarily want to learn to program, because for them that task tends to be time consuming, difficult, and boring. New ways must be found to provide users with tools that simplify the creation of non-trivial simulations and to free the users from the necessity of learning to program.

Many new approaches to programming are concerned with eliminating the need for end users to spend time learning to program. The tools provided to the end user should help her to solve actual problems, that is, to reduce the complexity of the real problem without adding a disproportionate amount of complexity due to the use of the tool.

The Cartoonist framework for visual programming languages to create simulation is introduced in this dissertation. It is based on rule-based visual languages and increases the reasoning power of the underlying system without reflecting this internal complexity in the use of the system. This leads to a system for end users to visually program graphical simulations that could be found, for instance, in grade-school science classes. A Cartoonist system is used in a similar fashion as a purely rule-based system, yet it provides the user with a more powerful means to create simulations. Parallel actions can be described easily and the behavior of the characters in the simulation can be refined incrementally.

1.1 Rule-Based Visual Programming Languages

Using Cartoonist, an end user, defined here as a person who is not interested in computers and their programming but in their utility [57], can create and run visual simulations.

This definition of end user includes all kinds of people, from grade-school students to scientists to the casual home computer user. People who already know how to program in a
language such as Pascal are not necessarily excluded because they may dislike using Pascal but were forced into learning it due to unfortunate circumstances. Although the definition of end user covers a wide range of users, the examples that are presented are taken from a science class in grade school.

Visual rule-based programming systems have proven to be easy for end users to use \cite{72, 5}. These systems can be used to create visual simulations by transforming the picture with the rules. A visual rewrite-rule consists of a before-picture and an after-picture. If the simulation display showing the picture representing the current state of the simulation is consistent with the rule’s before-picture, this picture is replaced by the after-picture leading to the new state of the simulation.

These rules are relatively easy to use because they do not use many non-domain concepts. Furthermore, the mapping distance from the before- and after-pictures in the rule to the actual simulation is small because it uses the same, mostly visual, representation. Translating from a textual to a visual visual and back is not necessary.

Nevertheless, systems using visual rules still have problems. The goal of Cartoonist is to solve some of these problems by increasing the reasoning power of the underlying programming system without also increasing the complexity of the language. The four key problems are:

**Composing complex behavior from separate descriptions.** Each rule specifies a certain action of an object. Combining the behavior described by several rules is possible only by adding another rule. In addition to the objects avoiding each other, one might want to add that they also move in a certain way and still avoid each other.

**Dealing with temporal concepts.** Visual rewrite rules require additional representations to describe temporal concepts, for instance, to describe that an object keeps moving in the same direction. In a simulation, temporal concepts are important, and having to introduce many additional visual representations makes the rules more difficult to write and understand.

**Specifying a wide range of parallel behaviors.** Different problems require different treatments of which actions are executed in parallel. In rule-based systems, it is difficult to specify which of the treatments is the appropriate one.

**Describing behavior by specifying what should not happen.** Rules generate the next state of the simulation, which makes it difficult to describe a behavior by specifying that an object should avoid certain relationships to other objects. For instance, it is much
easier to say that an object should not end up next to another object than to specify what should happen in all the possible cases where one object is in the vicinity of another object.

Cartoonist aims to solve these problems while retaining the advantages of the rule-based systems. The end user should not be required to deal with additional non-domain concepts. Unfortunately, additional functionality often requires additional complexity at the user level. The additional functionality may well increase the complexity of the algorithms used by the programming environment, but this complexity must not be reflected by the end-user environment.

1.2 Context and Related Work

The Cartoonist framework involves many areas related to programming languages in general and, to some degree, artificial intelligence. Some of these issues are briefly discussed in this section and the connections between them and Cartoonist will be mentioned throughout the thesis. The last chapter will summarize how the Cartoonist framework relates to all of these areas.

1.2.1 Rule-Based Languages

This discussion is restricted to forward-chaining rule systems, or production systems [35]. Prolog, a backward-chaining rule system, is discussed in Section 1.2.2.1.

A production system consists of a working memory (WM), which represents the current state of the system, and the productions or rules, which modify the WM. The WM is normally represented as a set of facts and can be modified by adding and removing facts.

A rule is a condition/action pair of the form \( c \rightarrow a \). The condition \( c \) is a pattern that is matched against the WM to test whether the rule is applicable. A rule with a matching condition may be applied and is assigned to the conflict resolution set. The conflict resolution strategy selects which of the rules in the conflict resolution set is applied to the WM. A rule is applied to the WM by executing the rule's action, which normally results in additions to and deletions from the WM.

The most prominent production system is OPS5; its advantage is its speed due to the incremental pattern-matching algorithm based on a Rete network [26]. Since the introduction of the Rete algorithm, faster algorithms have been developed [53]; however, the pattern and action languages stayed more or less the same as those introduced by OPS5 [12].

Most of the rule-based systems test only the current state to check whether a rule applies. Matching against a past state requires the user to explicitly store facts to access them later.
For instance, the direction in which an object moves cannot be inferred from the current state alone unless the direction or the object’s previous position is also accessible in the current state.

An important part of a rule-based system is the choice of the correct conflict-resolution strategy, which decides which of the applicable rules is actually used to change the working memory. In OPS5 the user can choose from a small set of strategies. In Soar the conflict resolution strategy is implemented by the user with preferences [45, 59], and some systems use meta-rules to specify the conflict-resolution strategy [25, 36, 74].

In Cartoonist, the description of the simulation implements the conflict resolution strategy, however, the user does not know that. In Cartoonist, contrary to all the other rule-based systems with a programmable conflict resolution strategy, the specification of the strategy is completely in the problem domain. It is not at a meta-level, nor is it a domain independent built-in mechanism. This results in a flexible conflict resolution strategy that is adaptable to the problem domain.

### 1.2.2 Declarative Languages

Programming languages can be separated into *procedural* and *declarative* languages. Whereas production systems languages as discussed above are clearly procedural, programming languages based on logic and constraints tend to be declarative because they do not specify *how* something is computed, only *what* is computed. Burnett and Ambler stress that declarative programming will be of great importance in visual programming [14].

Cartoonist combines some important advantages of declarative and rule-based programming languages. Declarative programming concentrates on defining the relationships of the problem. These relations can hold between the objects in a simulation, for instance, defining geometric or temporal relationships. The mapping of these relationships to the actual operations in the simulation are left to the reasoning engine. This reduces the error-prone and time-consuming task of programming the operations by the end user.

The preference of using a forward-chaining mechanism as in Cartoonist over a logic programming language like Prolog is due to the fact that a simulation moves from one state to the next. A more proof-oriented model of computation on which most logic programming languages are based does not match well the needs of describing a sequence of states of a simulation.
member(X,[X|L]).
member(X,[_|L]) :- member(X,L).

max(X,Y,X) :- X >= Y.
max(_,Y,Y).

Figure 1.1: These are the definitions of a few Prolog predicates. member(X,L) succeeds if X is a member in list L and max(X,Y,Z) instantiates Z with the maximum of X and Y.

1.2.2.1 Logic Programming

The most famous logic programming language is Prolog [19]. Quite a few predicates, for instance member (see Figure 1.1), can be implemented efficiently in a purely declarative way. However, most non-trivial Prolog programs take advantage of the fact that Prolog can be used in a procedural manner. For instance, the usual definition of the predicate max shown in Figure 1.1 is not completely declarative, because the second clause takes advantage of the failure of the first clause. The declarative version of the second clause would be max(X,Y,Y) :- X <= Y.

Whereas a logic programming system puts emphasis on proving a result, a production system generates the result. For instance, in Prolog a clause of the form p :- q means "p if q," that is, q implies p. Therefore, to prove p, one has to prove q.

The proponents of logic programming claim that declarative programming languages are generally easier to learn and use than are procedural programming languages because the programmer only has to specify the problem instead of how it is to be solved [73].

Prolog has also been extended with some ideas from the data-driven production systems. These systems claim to have a declarative forward-chaining rule system [30, 78]. Their rules are more or less of the form c -> a where c is the condition and a is the action, which is of the same form as the action in a production. The condition is of the same form as q in p :- q and the action a consists of assertions and retractions using the Prolog predicates assert and retract. These two predicates add and delete facts as side effects and are clearly not declarative.

The mere use of Prolog in the condition of a procedural rule does not lead to a declarative rule. Contrary to the authors' claims, these systems do not provide declarative forward-chaining; however, a Cartoonist system does. To the best of my knowledge, Cartoonist is the first truly declarative forward-chainer.
Thus, in Cartoonist, the user can concentrate on the relations between the objects in the simulations and does not have to program the operation sequences necessary to transform one simulation state into the next. Furthermore, the forward-chaining character of the cartoons used to specify the objects’ behavior is more natural to describe a state sequence of in a simulation.

1.2.2.2 Constraint Programming

Constraint logic programming (CLP) languages are another class of declarative languages, which are based on constraints [76]. These languages can also be viewed as an extension of logic programming languages with additional, declarative constraints on the variables' domains. These languages are generally used to solve combinatorial problems [20]. CLP programs tend to look more declarative than Prolog programs; however, this can probably be attributed largely to the kinds of problems generally solved by the two kinds of languages.

Although the specification of a problem with constraints can be completely declarative, often a procedural component is necessary to get the right behavior or the preferred result [8]. Constraints can even be used in combination with imperative programming languages [50].

Constraint-based and visual programming can also be combined to specify OPS5-like rewrite-rules [60]. This approach provides a simple integration of visual and constraint-based programming.

1.2.2.3 Planning

Planning is a problem-solving technique that orders actions to achieve a certain goal [17, 67, 77]. A plan is a representation of a (partially) ordered sequence of actions. In planning, actions are executed by applying an operator to a situation. An operator consists of a precondition, a postcondition, and the actual action. An operator can be applied to a situation if the precondition of the operator is fulfilled. The new state is computed by executing the action in the current state, which may change not only the planner’s internal state but also the environment of the planner.

Once the operators are specified, the problems can be stated in a purely declarative fashion by specifying the initial state and the goal to be achieved. Although using a planner is not normally referred to as programming, the planning approach is somewhat similar to the Cartoonist approach.
1.2.3 Object-Oriented Programming

One of the aspects of object-oriented programming is the association of the object’s actions with the object itself. The object decides whether it can deal with a certain message sent to it, and if it can, what it will do. Whatever can be attributed to an object will be encapsulated in this object.

However, if several objects interact with each other, it is not always obvious what actions should be attributed to which object. Cartoonist approaches this problem with the introduction of cartoons suitable to describe interactions.

In rule-based visual programming languages, the objects in the simulations consist of the depiction(s) of the object and possibly some value slots [72]. The visual objects in Cartoonist have a richer semantics because they have actions attached; the objects “know” what actions they can and cannot execute.

1.2.4 Visual Programming Languages

Visual programming describes a process by creating executable graphics built from spatially arranged pictorial objects. No completely satisfactory definition of visual programming languages exists; however, the one given here at least agrees more or less with those of Lakin [46] and Myers [56]. It is not so clear whether these languages should be called programming languages because often they are used to specify or describe a program, rather than to implement it.

In this dissertation, I concentrate on rule-based visual languages because they are well suited to describe graphical simulations. Other important inherently visual languages are form-based languages and data-flow languages [16, 32]. For a detailed classification of all the different visual programming languages and the related issues, see ref. [15].

There is evidence in favor of visual languages [2, 22], yet there are also results suggesting that textual languages are better than visual ones [61]. Neither a purely visual nor a purely textual language will be optimal for all problems, though. It is just as wrong to claim that visual languages are basically useless [11] as it is to justify visual languages simply because “a picture says a thousand words” or “graphical representations are more natural” [70].

In visual rule-based systems, the rules and the working memory are described with pictures. The simulation display makes visible some of the facts in the working memory. Sometimes certain auxiliary visual objects are hidden from the user, as in ChemTrains [5] and slot values; for instance, the age of a person is displayed only upon request by the user [51].

The rules consist of a before-picture and an after-picture. If the after-picture matches a part of the simulation display then the rule can be executed, or fired, by replacing the
matched part in the simulation display with the after-picture (see Figure 1.2 for an example from [29]). The objects in the pictures range from pixels in BitPict [28] to icons in Agentsheets [66] and KidSim [72] to any picture drawn by the user in ChemTrains [6].

These systems describe graphical simulations. PROGRES, a visual graph-rewriting system [69], has a different goal. The visual elements in the simulation display and in the rules are restricted to graphs that can be used in a wide range of areas as description language [52]. For instance, in PROGRES a set of visual graph-rewrite rules can recognize all of the control flow diagrams, displayed in the simulation display, that correspond to goto-less programs.

1.2.5 Programming by Example

Programming by example [23] has a long history related to the field of automatic programming [4, 7]. As the name says, programs are created using examples as input.

KidSim uses programming by example to create the visual rules [72]. The simulation display is used to select an example for the before-picture in the rule. This picture is then modified, which results in the after-picture. This is a simple way of programming by example, yet this simplicity also reduces the user’s possible misinterpretations of the meaning of the rule as defined by the programming system.

Kurlander’s system, Chimera, takes multiple snapshots of a graphical system and infers the constraints between the objects in the snapshots [43, 44]. The inferred constraints can
then be used as a constraint-based program. A similar approach is taken in PURSUIT, a
visual shell for programming by demonstration [55]. A program in script-form is inferred
from a series of snapshots. While the program, based on the comic-strip metaphor, is being
constructed, it is displayed in a visual state-based form. Because the visual state-descriptions
can be edited, the creation of the program does not rely on the snapshots alone but allows
human intervention, contrary to Frank and Foley’s system [27], which relies completely on a
domain-independent inference engine.

In Cartoonist, a simulation is described similar to that in KidSim. Cartoonist therefore
uses, to some degree, example-based programming. However, it does not infer a program in
a different language.

1.2.6 Behavior-Based Programming

The classic view of artificial intelligence is based upon reasoning on explicitly represented
knowledge [9]. An intelligent agent is rational under the constraint of its resource limitations;
that is, it always chooses the best actions given its knowledge and reasoning power [58, 71].
In the recent past, a more situated approach has been proposed in which the agent relies
much more on the world as the representation to which the agent reacts. Brooks [10] has
proposed a behavior-based approach, which resulted in the subsumption architecture.

A behavior-based architecture distinguishes itself from the representationalist architec-
ture in that it is composed not of functional units, but of behavioral units. Simple behavioral
units, or behaviors, can be composed resulting in complex behaviors. A PacMan-like game
can be implemented relatively easily in a behavior-based framework [1].

The Cartoonist framework is behavior based, because the basic elements to describe a
simulation are behaviors and not an explicit representation of knowledge and a reasoning
engine. Refining the behavior of the objects differs from rule-based systems because the
different descriptions can be combined dynamically in a subsumption-like architecture as
discussed further below.

1.3 Organization of the Thesis

Chapter 2 motivates the use of cartoons as a mechanism to describe simulations. It introduces
formally the concept of a cartoon without the more general framework based on temporal
constraints. The preference scheme and the subsumption-like architecture are described and
illustrated with a few examples.
Chapter 3 introduces the main ideas of Cartoonist in a demo-like fashion, providing a relatively informal account of what is a cartoon, how it differs from a rule, how it is used by an end user, and how and why it works.

Chapter 4 develops a framework in which existing sequential and parallel rule-based systems can be described and compared. Cartoonist is compared to Agentsheets, BitPict, KidSim, ScienceShows, and some non-visual rule-based systems. In an important sense, Cartoonist is more powerful than these systems. Cartoonist is implemented as an extension of a rule-based system based on a temporal extension of a Rete-network. The analysis of the system's time complexity shows that the current prototype tends to be slower than conventional parallel rule-based systems, which is due partially to the greater functionality of Cartoonist.

Chapter 5 describes how the prototype of Cartoonist is built on top of Agentsheets, providing yet another way to program in Agentsheets.

Finally, Chapter 6 summarizes how Cartoonist relates to the different areas mentioned in Section 1.2. Then the chapter discusses the contributions of this thesis work and suggests some possibilities for future work on Cartoonist.

In Appendix A, the general framework of temporal constraints is introduced. It suggests possible extensions of cartoons, which are shown to be special case of temporal constraints.
Chapter 2

Cartoons

If one is interested in describing visual simulations, it seems to be quite reasonable to start with animated cartoons, especially considering that the animations are described with drawings that are visual languages. This chapter discusses the comic-strip metaphor on which the concept of a cartoon is based. The metaphor suggests separating what the characters in the animations can do from what they should do. Next, visible and invisible states are introduced. Then the chapter defines the concept of a cartoon and how the voting scheme implements the subsumption-like combination of cartoons. The, the Cartoonist engine is described and the voting scheme is illustrated. Finally, characteristics of cartoons are discussed. The more general framework of a cartoon as a special case of a temporal constraint is introduced in Appendix A.

2.1 Comic-Strip Metaphor

A simulation can be described to another person in several ways. The most obvious way is to show the simulation itself, for instance as a movie. This description has the disadvantage that it is not necessarily clear why things happen in the simulation the way they do; that is, the explanation for the behavior may be missing.

Another possibility is a textual description. However, a textual description of a visual process forces the observer to map the textual concepts to the visual ones and vice versa, the latter at least while the program is debugged.

Before discussing how cartoons used in the Cartoonist framework are related to the comic-strip metaphor, we must clarify a few terms. The term cartoon is always used in a purely technical sense and never as a satirical drawing. A comic strip is a group of satirical drawings and looks quite similar to a (Cartoonist) cartoon; however, the “comic” might be a bit misleading. The reason for calling the concept a cartoon comes from the definition of
Figure 2.1: Théophile-Alexandre Steinlen: “Puisqu’ils ne veulent pas se laisser manger, ‘suicidons-les!’ ” Le Chat Noir, June 28, 1884.

an animated cartoon, which is “a motion picture made from a series of drawings simulating motion by means of slight progressive changes” [79]. There is one important difference. Cartoons are used to describe a simulation, which is quite different from an animated cartoon or an animation. An animation consists of basically one sequence; the movie always starts with the same scene and has the same ending. This is not true for a simulation, which normally is run with different initial states, and several simulation runs can be very different from each other.

Comic strips can visually describe a dynamic visual process. They can be seen as sequences of snapshots of the actual processes. A comic strip is similar to a movie, except that the latter, we are made to believe, is not a sequence of snapshots but a continuous flow of changes. Actually, comic strips were called the “movie theater for the poor” [39].

A comic strip such as the one in Figure 2.1 [21] tells one story only, that is, the initial situation and all the other situations will always be the exactly the same if the comic strip is animated or “run.” This is what differentiates it from a simulation run. The behavior of
each of the characters in the comic strip—the fisherman, fishing pole, sun, and so on—could be told separately. Many different stories could be told, each starting with a different initial situation.

## 2.2 Characters

In Cartoonist a simulation described by cartoons contains the characters of the story. This section discusses the relationship among the characters, their actions, and the cartoons.

**Character:** A character is an object in a simulation that can execute a set of actions, for instance, move around, change its appearance, or make a sound.

A comic strip is a sequence of drawings of characters that can behave in certain ways. If the reader of the comic strip did not know the expected set of actions that could be attributed to a certain character, it would lose its meaning, as Figure 2.2 [21] illustrates.

A character is not just an icon but an object that has actions associated with it. These actions define the semantics of the character, which the character’s depiction does not. Instead of adding actions, the icons can be given some semantic content [65].

What actions a character *can* execute must therefore directly be associated with the character, that is, a character and its actions cannot be separated. The end user starts
with a set of characters, each with its own set of possible actions, and then describes the simulation by telling stories about the characters with cartoons.

Because actions are a part of a character, a cartoon does not describe an action. A cartoon, by specifying snapshots of the simulation, coordinates the actions of the characters but does not generate them. Each snapshot in a cartoon can be viewed as a constraint on what states may follow each other. Since the order of the constraints is important, a cartoon can be viewed as a temporal constraint.

2.2.1 Rules: Conditional Actions

Implementing simulations with conditional actions only can lead to problems related to the organization of the rules and description of interactions among several characters in the simulation.

Each rule describing a conditional action implements a potentially new action. The larger the number of rules the more unclear become the actions of the different characters in a simulation. If the user wants to change what a character can do, many rules may have to be changed and it might be unclear which ones should be changed. For instance, if a ball that can move in four directions—up, down, left, and right—is to be changed such that it also can move diagonally, the changes in the rules can be difficult and cumbersome.

It is also not always clear what the conditional actions should be to get a certain behavior. Things can easily get complicated, especially if several characters are involved in an interaction. It would be nice to describe such an interaction without having to resort to the level of conditional actions. However, rules do not allow this.

2.2.2 Cartoons: Structuring Actions

Characters have a specified set of actions, so which actions a character can execute are always clear. For instance, a ball may move to any of the four directions (up, down, left, and right) but must not ever move to a place occupied by another object.

Cartoons are used to describe the characters' behaviors, not their actions. Cartoons describe what the characters should do, or more exactly, what state they should accomplish with one of their actions. Given the huge space of possible action sequences, cartoons can choose those sequences that are consistent with the given story.

Another advantage of separating what a character can do from what it should do is that the same story can be told in a situation where the characters can execute different actions. The same cartoons can be used but the actions are changed. For instance, in the PacMan
example in Chapter 3, changing from a situation in which ghosts can move in only four
directions to one in which ghosts can also move along the diagonal was effortless.

2.3 Visible and Invisible States

A state in a simulation is an arrangement of the objects that participate in the simulation. States are internally represented as a set of facts and may be shown externally as a picture in the simulation display. A fact is of the form

\[(\text{fact name})(\langle \text{arg}_1 \rangle, \langle \text{arg}_2 \rangle, \ldots, \langle \text{arg}_n \rangle),\]

where the fact name and all the arguments must be constants. For instance, the state

\{ at(ball,b1,2,3), empty(3,3) \}

means that a ball with the name b1 is at the coordinate (2,3) and the square at coordinate (3,3) is empty.

Each state in a simulation is either visible or invisible. A visible state is shown in the simulation display, whereas an invisible state exists internally to the Cartoonist system, but are not shown in the simulation display. Invisible states make the system appear to execute actions in parallel as follows. Assume the system goes through the states \(s_1, s_2, \ldots, s_k\), where all states are invisible except for \(s_1\) and \(s_k\). Each state \(s_i\) is generated by an action applied to the previous states \(s_{i-1}\). The observer of the simulation sees only the transition from state \(s_1\) to \(s_k\); as a result the actions leading to the states \(s_2, \ldots, s_k\) appear to be executed in parallel.

2.4 Cartoons

A cartoon is a sequence of constraints that describes a sequence of states. The constraints in a cartoon are represented by pictures which specify the required features of states.

A state sequence \(s_1, s_2, \ldots, s_k, s_{k+1}, \ldots, s_l\) is consistent with a cartoon \(C_1 \rightarrow C_2 \rightarrow \cdots \rightarrow C_k \rightarrow C_{k+1}\) if

1. the states \(s_1, \ldots, s_k\) are consistent with the constraints \(C_1, \ldots, C_k\), respectively,
2. state \(s_k\) is the current state shown in the simulation display,
3. state \(s_l\) is consistent with constraint \(C_{k+1}\), and
4. the states \(s_1, \ldots, s_k\) are visible and the states \(s_{k+1}, \ldots, s_{l-1}\) are invisible.
A technical note: Constraints often contain variables; when they do, the same variable substitution must be used for all constraints $C_1, C_2, \ldots, C_{k+1}$. The voter is then the cartoon instance $C_1^o \to C_2^o \to \ldots \to C_{k+1}^o$.

The first two parts of the above definition say that constraint $C_k$ describes the current state and the constraints $C_1, \ldots, C_{k-1}$ describe the states in the past. The third part says that the last constraint $C_{k+1}$ in the cartoon describes the last state $s_l$ in the sequence and thus, parts of the next visible state. Since $k \geq 1$, there is at least one constraint describing the current state and a constraint describing a state $s_l$ in the future. Zero or more constraints refer to past visible states of the simulation.

All states described by the constraints $C_1, \ldots, C_k$ must be visible, that is, they can be seen by the observer of the simulation. This part of the cartoon can be viewed as the equivalent of the condition in a rule, except that the cartoon can access states in the past whereas rules normally cannot. The sequence of invisible states following $s_k$ will eventually lead to a visible state, which will be the next state shown in the simulation display.

### 2.4.1 Cartoons Are Not Rules

Cartoons are not just rules that can refer to the past in the condition or before-picture. Referring to the past could just as easily be done in rules, which still would leave the most important difference between rules and cartoons untouched.

Rules *generate* a new state and cartoons *describe* a sequence of existing states. A cartoon never changes a state; however, it *recognizes sequences of states*. Therefore, a cartoon can be viewed as a subset of a finite automaton accepting certain state sequences. If it accepts a sequence, it votes for the last state in the accepted sequence.

As shown below, rewrite rules are used to implement the characters’ actions. The characters execute these actions and generate possible future states. In summary, the cartoons select one of the state sequences generated by the rules.

In rule-based systems the user writes the rules to generate the state sequences, and the built-in conflict resolution strategy selects one sequence. In a Cartoonist system, the system generates the state sequences, and the user writes the cartoons that select one sequence.

### 2.5 Voting Scheme

The cartoons select the next state generated by the rules, as follows. Suppose the simulation has proceeded through states $s_1 s_2 \ldots s_{n-1}$ and is in state $s_n$. Using the rules, all possible next states are constructed, say $s_{n+1}^1, \ldots, s_{n+1}^w$. The possible state sequences $s_1 \ldots s_n s_{n+1}^1,$
2.5. VOTING SCHEME

Figure 2.3: This cartoon has two constraints and describes that the ball is moving around randomly.

$s_1 \ldots s_n s_{n+1}^2, \ldots, s_1 \ldots s_n s_{n+1}^w$ are then evaluated as follows. Each possible sequence may be consistent with some cartoons and not others. A cartoon that is consistent with a sequence is called a voter for the last state of this sequence. The sequence with the most powerful voters is chosen, and its last state is selected as the next state as the simulation.

Every state that is selected as a new state is assumed to be invisible until in some invisible state $s_l$ no state $s^i_l$ is found for which there is a voter. This can happen because no new state could be generated by the rules, in which case the simulation halts. The other reason is that no cartoon is consistent with the state sequence. In this case, $s_l$ is set to visible and shown in the simulation display; then, the simulation is continued.

2.5.1 Preferences between Cartoons

In comparing voters, some cartoons are given more weight than others. In a Cartoonist system the user can state that a certain cartoon $\alpha$ is preferred over another cartoon $\beta$, written $\alpha \succ \beta$. This preference relation is transitive, that is, if $\alpha \succ \beta$ and $\beta \succ \gamma$ then $\alpha \succ \gamma$. If no preference relation is stated for two cartoons $\alpha, \beta$ and none can be deduced using transitivity, then the two cartoons are indifferent. The preference relation is similar to the linear orderings of the rules used in rule-based systems except that $\succ$ is partial ordering.

In addition, a heuristic is used to order cartoons in some cases when no preference between the two cartoons has been stated. A cartoon is preferred over another cartoon if it has more constraints. This does not change the preference relation stated by the user because it is only used if two cartoons are indifferent. However, it often leads to the expected behavior without the user having to state preferences. For instance, two of the cartoons used in the negative programming example in Chapter 3 are in Figures 2.3 and 2.4. The cartoon in Figure 2.3 has fewer constraints than the one in Figure 2.4. Since the user has not stated a preference between the two cartoons, the number of constraints is used as a tie-breaker; therefore, the cartoon in Figure 2.4 is preferred. Without this, the ball might move around more or less randomly, because the random-move cartoon has a better chance of producing a voter than the cartoon with three constraints.

Thus, the heuristic often reduces the number of preferences that have to be explicitly stated by the user. However, the functionality of cartoons does not change.
Figure 2.4: The cartoon has three constraints and describes a ball moving in the same direction.

The preference relation and the heuristic were described for cartoons. They directly translate to voters in the sense that a voter $v_1$ resulting from cartoon $\alpha_1$ is preferred over a voter $v_2$ generated from cartoon $\alpha_2$, if $\alpha_1$ is preferred over $\alpha_2$, that is, $v_1 \succ v_2$ if $\alpha_1 \succ \alpha_2$.

2.5.2 Comparing Sets of Voters

A state is selected if it has the best set of voters. This makes it necessary to define how sets of voters are compared. The idea is that the preferences stated have to be followed; that is, if a voter $v$ votes in favor of state $s_1$ and $v$ is preferred over all voters of all the other states, then $s_1$ is chosen independently of any other considerations.

Let $V_i$ be the set of voters voting for state $s_i$. $V_i \succ V_j$ means that the set $V_i$ of voters is preferred over the set $V_j$. The best states are those for which there is no state with a better set of voters, that is, $s_i$ is a best state if $\neg \exists j. V_j \succ V_i$.

The algorithm to test if $V_i \succ V_j$ is true is given below. It uses two rules: Indifferent voters neutralize each other, and once a voter is found that is better than any voter in the other set, a decision can be made immediately.

1. if $V_i$ is empty then return $false$

2. if $U_i$ is empty then return $true$

3. let $v_i$ and $v_j$ be the best voters in $V_i$ and $V_j$, respectively

   (a) if $v_i \succ v_j$ then return $true$

   (b) if $v_j \succ v_i$ then return $false$

   (c) remove $v_i$ from $V_i$ and remove $v_j$ from $V_j$ and then go to 1
Figure 2.5: The situation on the left precedes the situation on the right, where the upper ball moved right and the lower ball moved up. The grid is useful for the discussion, but is not drawn in the actual simulation.

2.5.3 Subsumption-Like Architecture

This voting scheme provides a natural implementation of subsumption-like specifications of combinations of behaviors, as seen in the Pachinko and the PacMan examples. By adding cartoons to a simple specification one ensures that behaviors will satisfy several layers of constraints, if possible, but will satisfy more important constraints if constraints conflict.

2.6 Illustration of the Voting Scheme

This section explains how the Cartoonist engine works. The matching process, the interaction between rules and cartoons, and the voting mechanism are explained. Formalisms are postponed to the following chapters whenever possible. To visualize the mechanisms better, the pictures are not snapshots from the ASC prototype but created with a drawing program.

A character is an object in the simulation consisting of an icon and a set of actions. The icon determines the character’s appearance. The set of actions determines what can be executed by the character, for instance, to move around or to play a tune. A wall has no action and a ball can move east, west, north, or south. Balls can move only into empty squares, so they cannot move into a square occupied by another ball or a wall.

In Figure 2.5, two balls are surrounded by a wall and therefore can not leave the 24 squares. The ball on the left moved one square to the right and the ball at the bottom moved one square up. The rest of the chapter discusses where the ball at the top left is moving and why. I will refer to the state on the right in Figure 2.5 as the current state with the past shown in the left part of the figure.
Figure 2.6: The left picture shows a voter with the previous ball position (left) and the potential future position (right). The right picture shows a constraint instance that is not a voter. The potential future ball position is also shown.

Figure 2.7: The left picture shows where the cartoon is matching and the right picture shows all the potential future ball positions.

2.6.1 Voters

An instance of a cartoon describes a certain part of a state and its history. The voter is a specific cartoon instance whose last constraint is consistent with a state in the immediate future.

Figure 2.6 shows the current state of the simulation and how the cartoon $\square \rightarrow \square \rightarrow$ $\square \square$ is matched against the state. In the left picture, the cartoon matches the former (empty ball), current (dark gray ball), and potentially future position (light gray ball) of the ball. This voter directs the ball to the right. The right picture shows a cartoon instance not voting for the ball going to the right, because the instance is not a voter.

Figure 2.7 shows on the left how the cartoon $\bigcirc \rightarrow \bigcirc$ is matched against the ball. It is also matched similarly against the other ball. In the picture on the right, the potential positions of the ball in the same figure are shown. Matching the cartoon as in the left picture leads to four voters, each voting for another action leading to the four potential locations (shown as light gray balls) in the right picture.

Figure 2.8 shows how the cartoon $\square \square \rightarrow \square \square$ is matched against the top left ball. The picture on the left shows that the cartoon cannot vote in favor of the ball going to the right
Figure 2.8: Two of the four ranges that have to be checked for the top left ball and the avoid-cartoon are marked. Moving to the right does not get a vote from this cartoon, as the left picture shows. The avoid cartoon voted in favor of the ball moving down (and left and up).

Figure 2.9: Some of the matches are shown. For instance, the cartoon instance (a) is a voter whereas (b) is not. See the text for a more detailed explanation.

because of the ball at the bottom right. However, the picture on the right shows a match that leads to a vote for the ball going down one square. Going up and to the left will also get a vote from this cartoon. Because all the constraints of a cartoon must be used to be eligible to vote, and the last constraint describes the state in the immediate future, a look-ahead search of depth one is necessary to find the voters.

Figure 2.9 shows a few voters and cartoon instances. Instance (a) is a voter because its second-to-last constraint describes the current state. It votes for the ball moving to the right. Instances (b) and (e) are no voters. Finally, instances (c) and (d) vote for four actions each, namely, moving either ball in any of the four directions.
2.6.2 Voting Scheme

Figure 2.10 illustrates the voting scheme that implements the subsumption-like architecture in which the behaviors here described with cartoons are organized in a hierarchy according to the importance of the behaviors. The most important cartoon that applies to the current situation is chosen. If this behavior is ambiguous, that is, if several possible actions are consistent with the behavior, then less important behaviors consistent with the more important behavior can be chosen to break ties between the actions, and so on. For instance, if you are hungry and are attacked by a tiger, the two behaviors, “run away” and “get some food,” apply. Apparently, the former behavior is more important and suggests running in one of the directions east, west, or north. To figure out which one of the directions to take, the “get some food” behavior can be used, which suggests going to the south or the north. Because going north is consistent with the actions suggested by the “run away” behavior, you should run to the north. If the “get some food” behavior had suggested going the south only, then it could not have been used and one of the three actions suggested by “run away” would have been chosen in the absence of other applicable behaviors.

The cartoons are organized in the subsumption hierarchy with the static preference relation between the cartoons defined by the user. A cartoon $\alpha_i$ being preferred over $\alpha_j$ is written as $\alpha_i \succ \alpha_j$. (See Section 2.5.1 for the definition of the $\succ$ symbol.) The preference relation is partial and it has to be stated only for those cartoon pairs for which an ordering is necessary. As mentioned earlier, the static preferences between the cartoons are as follows. The static preference between the random-walk cartoon $\overline{\square} \overline{\rightarrow} \overline{\triangle}$ and the cartoon $\overline{\square} \overline{\overline{\rightarrow}} \overline{\triangle}$ is omitted, because it is not necessary since it applies for any ball movement.

$$\overline{\square} \overline{\overline{\rightarrow}} \overline{\triangle} \succ_s \overline{\square} \overline{\rightarrow} \overline{\triangle}$$

The action that the ball at the top in Figure 2.5 is going to execute is found as follows. First, all the voters for each of the four actions $e, w, n,$ and $s$ are collected (see Figure 2.10). The columns of the table are named with the actions and the rows with the cartoons. Action $e$ gets two votes from the voters generated by the cartoons on lines (a) and (c) and the other three actions get two votes each from the voters generated by the cartoons in rows (a) and (b). These sets of voters have to be compared according preferences between the voters. Let $v_i$ and $v_j$ be instances of cartoons $\alpha_i$ and $\alpha_j$, respectively. The definition of the preference relation between the voters then basically says that a voter $v_i$ is preferred over a voter $v_j$, $v_i \succ v_j$, if

1. $\alpha_i$ is preferred over $\alpha_j$, that is, $\alpha_i \succ \alpha_j$, or
Figure 2.10: The table at the bottom shows what votes the cartoons generate for the actions moving east, west, north, and south. The letters in the table stand for "voter," "cartoon instance," and an x stands for no instance at all. See the text for a more detailed discussion.

2. $\alpha_i$ and $\alpha_j$ are indifferent and $v_i$ is older than $v_j$, that is, $v_i$ has more of a history than $v_j$.

Since the latter condition is true if $\alpha_i$ has more constraints than $\alpha_j$, the preference can be computed when the cartoon is computed. It is not necessary to delay until run time.

The action with the best set of votes, that is, the action with the best support, will be executed, where the sets of votes for the actions are

\[
e: \{ a, c \} \\
w: \{ a, b \} \\
n: \{ a, b \} \\
s: \{ a, b \}
\]

The best set is found assuming the following rules.

1. Voters of equal importance neutralize each other.
2. If a set has a voter that is preferred over the best voter of another set, then the second set loses.

Applying the first rule leads to the sets

\[
\begin{align*}
e & : \{ c \} \\
w & : \{ b \} \\
n & : \{ b \} \\
s & : \{ b \}
\end{align*}
\]

Then, the second rule gets rid of action \( e \) and the first rule leads to the final state

\[
\begin{align*}
w & : \{ \} \\
n & : \{ \} \\
s & : \{ \}
\end{align*}
\]

None of these sets is preferred over another one, so one of the actions \( w, n, \) or will \( s \) be chosen randomly and executed.

### 2.7 Characteristics of Cartoons

This section discusses the characteristics of cartoons, most of which cannot be found in rule-based systems. The main reason for the different characteristics of rules and cartoons is that rules \( generate \) states and cartoons \( recognize \) sequences of states. Using cartoons to describe a process, the user can avoid concern about how the states are generated, that is, what actions are executed. This can be powerful for declarative programming and using emergent or high-level relations.

#### 2.7.1 Referring to Past and Present in the Condition

Recall that a cartoon is of the form \( C_1 \rightarrow \cdots \rightarrow C_k \rightarrow C_{k+1} \), where \( k \geq 1 \), and \( C_k \) describes part of the current state. The constraints \( C_1, \ldots, C_{k-1} \), if any, refer to the past. If \( k = 1 \) the cartoon is of the form \( C_1 \rightarrow C_2 \) and is conditional on the present state only. Referring to a past state is the same as referring to the present state or referring to a future state. A cartoon describes a sequence of states and is synchronized with the states so that the current state is consistent with the second to last constraint.

#### 2.7.2 Using Emergent Relations to Describe the Future

Each relation is either a high-level relation or a primitive relation. A high-level or emergent relation can be defined as a relation that cannot appear in the right-hand side of a rule.

Although a high-level relation cannot be easily generated, it is generally simple to recognize it. For instance, point \( x \) is closer to \( y \) than to \( z \) is easy to recognize, however, it is
not clear where to put the points because there are so many possibilities. Distance can be a high-level relation, as the PacMan example in Chapter 3 showed.

The simplest kind of cartoon with two constraints $C_1 \rightarrow C_2$ can show the special status of emergent relations in cartoons. This cartoon does not have the same functionality as a rewrite rule and does not say anything about how the current state described by $C_1$ is changed into the next state described by $C_2$. Therefore, $C_2$, the cartoon’s right-hand side, does not need to be restricted to primitive geometric relations as a rule’s right-hand side is.

Any relation that can be recognized, no matter how complex it—in principle it could be a predicate proven by a Prolog program—can be used, not only in the condition of the cartoon but also in the constraint $C_2$ describing the future state. This is important, because people are good at diagrammatic reasoning due to their ability to recognize and use emergent relations [47, 40]. They should not be restricted to primitive geometric relations.

The PacMan example in Chapter 3 uses a cartoon of the form
\[
\{ \text{the distance between ghost and PacMan is } d \} \rightarrow \\
\{ \text{the distance between ghost and PacMan is smaller than } d \}
\]
to describe that ghosts track the PacMan. The distance between the two characters in the simulation can easily be recognized; however, it would not make sense to use the distance relation in the same way in the right-hand side of a rule.

High-level relations can be used in the description of any state, past, present, or future. For instance, any formula in first-order logic can be used as long as it is used as a high-level relation. Negation has especially proven to be of great value, as a few examples in Chapter 3 showed.

### 2.7.3 Declarative Forward-Chaining

Forward-chaining rule-based systems provide a natural mechanism to describe a sequence of states. However, the action of the rules are restricted to primitive relations which often makes difficult to describe the next state succinctly. Cartoons are not restricted by this constraint.

If the state constraints consist of primitive geometric relations only, that is, no high-level relations are used, then the cartoon $C_1 \rightarrow C_2$ looks like a rewrite rule. However, $C_1 \rightarrow C_2$ is still different: A cartoon does not describe how the future state is generated. For instance, the cartoon
\[
\{\text{rook}(r), \text{at}(r, h1)\} \rightarrow \{\text{at}(r, f1)\}
\]
describes, in the domain of chess, that the rook \( r \) moves from \( h1 \) to \( f1 \). This move can be accomplished either by simply moving the rook from \( h1 \) to \( f1 \) or by castling to the king side. Two rewrite rules are needed to express the two possible moves as follows.

\[
\{ \text{rook}(r), \text{at}(r, h1) \} \rightarrow \{ \text{rook}(r), \text{at}(r, f1) \}
\]

\[
\{ \text{king}(k), \text{at}(k, e1), \text{rook}(r), \text{at}(r, h1) \} \rightarrow \{ \text{king}(k), \text{at}(k, g1), \text{rook}(r), \text{at}(r, f1) \}
\]

Although declarative forward-chaining mechanisms exist, they are not more declarative than “normal” rewrite rules. Gaspari [30] and Wallis and Moss [78] extend Prolog with data-driven rules and call them declarative forward-chaining rules. What such a rule amounts to, though, is a rule of the form \( l \rightarrow r \) where \( l \) is a Prolog expression and \( r \) is an assertion or retraction of a Prolog fact—nothing but a procedural rule with a declarative condition. Due to the explicit use of assertion and retraction, these languages are even less declarative than Prolog itself. Thus, cartoons are, to the best of my knowledge, the first real declarative forward-chaining “rules.”

2.7.4 Partial Specification of Actions

A cartoon describes only what state has to be reached, not how this is accomplished. Therefore, more than one action can change the current state satisfactorily, as the chess example showed. This characteristic of cartoons allows the user to specify just what is necessary, not more. It simplifies descriptions, because special cases, the trouble-makers of programming, can often be ignored.

This partial, or ambiguous, specification of actions allows the user to refine the behavior incrementally. Several cartoons can be combined to reduce the set of possible actions, as described in Appendix A. Assume that cartoon \( \alpha_1 \) chooses set \( A_1 \) of actions, while \( \alpha_2 \) suggests the actions in set \( A_2 \). If \( A_1 \cap A_2 \neq \emptyset \), then an action from \( A_1 \cap A_2 \) is chosen.

2.7.5 Flexible Description of Parallel Actions

In simulations, parallel actions should often be executed in parallel for semantical reasons, not for increased efficiency. It matters whether ice melts in parallel at the surface, or whether balls can roll down a slope without spreading out while rolling.

Cartoons simplify describing different kinds of parallelism, and the user does not even have to be aware of the parallelism. This is not true for current visual rule-based systems, which are restricted with respect to what kinds of parallel actions they can execute. Chapter 4 discusses these issues in detail.
Chapter 3

Preview of the Cartoonist System

This chapter introduces the Cartoonist framework in a demo-like fashion. First, some of the existing visual rule-based systems are described. After introducing some terminology and describing what a cartoon is, the Cartoonist prototype built on top of Agentsheets is used to present the end-user view of Cartoonist. Then, how the Cartoonist engine works, something the end user does not need to know, is explained.

3.1 Rule-Based Visual Programming Systems

This section introduces visual rewrite rules and describes some of the rule-based systems to which Cartoonist will be compared throughout this dissertation. These systems are compared to Cartoonist in detail in Chapter 4 using a general framework for sequential and parallel rule-based systems.

3.1.1 Rules

In rule-based systems, rules are used to change the state of the system. In the visual systems considered in this section, the system state is usually represented to a large degree by the depiction of the simulation, also called the simulation display.

A visual rewrite-rule consists of a before-picture and an after-picture. A rule may be applied, if the before-picture describes a part of the simulation display, that is, if the simulation display matches the before-picture. A rule is applied, or fired, by replacing the before-picture with the after-picture in the simulation display.

Often, more than one rule could be applied, but only one is chosen by the conflict resolution strategy and then fired. Visual rule-based systems tend to use a simple, linear ordering of the rules. If the before-pictures of two rules match, then the rule is fired that appears earlier in the list. Some systems also allow the random choice of a subset of rules.
Figure 3.1: On the left is the simulation display of BitPict, and on the right are three rule manipulating patterns of pixels.

Rules generate a new state of the simulation by changing the simulation display—actually by redrawing a part of the display.

3.1.2 BitPict

BitPict works at the pixel level, that is, the before- and after-pictures test and modify patterns of pixels, as shown in Figure 3.1 [29]. The rules shown in the figure reduce a string by one pixel with each application until each string consists of one pixel only. They are ordered sequentially and the first that matches is fired. The markers below the before-pictures express that rules should be used also when the patterns are rotated or mirrored. The implementation of BitPict is simple and fast because the graphical objects and the patterns are of such a simple form. For the same reason, the system is not very expressive.

Rules can also be organized in groups that are linearly ordered. For instance, once the group of rules in Figure 3.1 has reduced the strings to a few pixels, no further rule in this group applies. Then, another group of rules is selected that counts the remaining pixels.

3.1.3 ChemTrains

The graphical objects in ChemTrains are much more complicated than the pixels in BitPict [6]. Any object drawn by the user can be used, and the main relations are connectivity and containment. Two objects can be connected with an arc, and an object can be completely
Figure 3.2: The rule at the top delivers the letter and is fired with a probability of 98%. The rule at the bottom loses the letter. These are parallel ChemTrains rules; therefore the letter is delivered with a probability of 98%.

contained in another object. ChemTrains is the only system described in this section that is not purely grid-based, although a grid can be implemented using connectivity and containment. Figure 3.2 shows two ChemTrains rules [5] in which the box on the left is connected to the post office and the letter is initially contained in the box. The graphical objects are a letter, a box, and a post office. The rules are ordered linearly; however, groups of rules can be at the same place in the list, meaning that one of these rules is chosen randomly if no higher prioritized rule already has fired. As the figure shows, these parallel rules can be associated with a probability (called “rule priority” in the picture).

ChemTrains’ rules are powerful; for instance, a Turing Machine simulation requires just one rule. However, it is not easy to find such a rule, and understanding it can be difficult, too.

3.1.4 KidSim

KidSim is a visual programming language based on grids and icon-like graphical objects that are located in the squares of the grid [24, 72]. A rule describing a falling ball is shown in Figure 3.3. The graphical objects can be any size, but usually they fit in a cell of the grid. The rules are ordered linearly, and groups can also be ordered in parallel, similar to ChemTrains.
Figure 3.3: A rewrite rule in KidSim describing how a ball falls down one (invisible) square. The squares are made visible to the user during the drawing process of the rule.

Figure 3.4: This rule increments the "1s counter" slot. The visual part is used only to select the rule, not to change anything.

The rules are attached to the objects; for instance, the rule in Figure 3.3 is attached to the ball. An object can also have slots containing values that are invisible during the simulation run. The rule in Figure 3.4, for instance, increments the slot "1s counter." This combination of visual and textual programming leads to great functionality; however, the textual component also complicates the process of programming in KidSim.
3.1.5 Agentsheets

Agentsheets is a programming substrate to create domain-oriented programming and simulation environments [64, 66]. The visual representation of the graphical objects is similar to the one used by KidSim. The agents are in the cells of a grid, called the agentsheet. Normally, these agents are programmed using CommonLisp; however, the user can also take advantage of rewrite rules, as shown in Figure 3.5. Whenever Agentsheets is referred to, it is assumed by default that the the rewrite-rule extension of Agentsheets is meant.

At the top of Figure 3.5 is the palette with agents that can be used in the worksheet, which is Agentsheets’ simulation display. The rule is displayed in the window named “go right” where the before- and after-pictures are restricted to $3 \times 3$ grids. This size is large
enough for many problems. The rules are also attached to the agents as in KidSim; for instance, the one in Figure 3.5 belongs to the gray head that is above the tape.

The rules are normally linearly ordered. However, Agentsheets also allows the implementation of more elaborate parallel execution models, as will be discussed in Chapter 4.

3.1.6 ScienceShows

ScienceShows is based on the same visual representation as Agentsheets: Icons are located in cells of a grid [48]. The rules are ordered in the same way as ChemTrains, linearly with the possibility of having groups of rules with the same priority. However, instead of executing just one action at a time, all possible actions are executed in parallel as follows. First, all rules are matched against the current situation. Then each rule that matched is execute sequentially if the before-picture is still consistent with the situation. This simple strategy solves a range of problems that require the parallel execution of actions.

3.2 Cartoonist Instances

The Cartoonist framework is independent of an actual visual programming system. It describes a family of systems just as the rule-based paradigm describes the systems in the previous section. Cartoonist can even be built on top of existing visual programming systems. An instance of the Cartoonist framework, called a Cartoonist system, consists of at least the following parts.

Visual Interface Its main function is to show the simulation and to allow the user to define cartoons, rules, and characters.

Characters A character is an object in the simulation that can execute a set of actions, for instance, move around, change its appearance, or make a sound.

Rules Rules add actions to a character created by the user.

Cartoons Cartoons describe the characters’ behavior and their interaction with each other.

Rule Language An OPS5-like language describes conditional rewrite rules or condition-action rules.

Cartoon Language Cartoons are described with a constraint language.

Cartoonist Engine The engine coordinates the rules and cartoons and decides what action is to be executed next. The relations do not need to be primitive relations.
Figure 3.6: The Agentsheets-Cartoonist programming environment consisting of the character palette, the simulation display, and the programming window to define rules and cartoons.

The visual interface shown in Figure 3.6 displays the simulation in the *simulation display.* The simulation display contains the visual objects, called *characters.* A character is not just an icon, but has actions associated with it. For instance, in a particular model a ball can move in any of the four directions: up, down, left, and right. However, it cannot move to a place occupied by another character.

The term visual *interface* is somewhat misleading, as it implies that it is merely a medium through which the user accesses the "real thing." With Cartoonist the user works *in* the interface, and the interface is all that exists for the user. The program is created in the same medium as it is run, namely in the visual interface.
Figure 3.7: Actual snapshot from ASC. The rewrite rule moves the ball to the right. The gray square means that this square must be empty. The pattern on the left side of the arrow must match the current situation. If this rule is executed, the matched part is replaced by the pattern on the right side of the arrow.

Figure 3.8: Same rewrite rule as Figure 3.7 with the grid made visible.

3.3 Agentsheets-Cartoonist

The prototype of Cartoonist in Figure 3.6, called Agentsheets-Cartoonist (ASC) is built on top of Agentsheets, a grid-based environment well suited to implement visual languages [63]. The Agentsheets environment provides an editor to create the visual representation of characters, called depictions. In the top left corner of Figure 3.6 is the palette of characters accessible to the user. The top right window shows the running simulation in the simulation display, and in the window at the bottom the rules and cartoons are defined.

Throughout this thesis, I will use examples that have visual representations as used in Agentsheets-Cartoonist. Many of the pictures are actual snapshots of the prototype and sometimes they are created with a drawing tool to clarify certain issues that cannot easily be seen in ASC’s interface. In Agentsheets, agents are located in a two-dimensional invisible grid. Thus, every agent (or character in ASC terms) has four “normal” neighbors (east, west, north, and south) and four diagonal neighbors.

The pictures in the rules and cartoons are also grid-based. For instance, the rewrite rule in Figure 3.7 directs the ball to move to the right onto the empty square, if the condition of the rule matches. Figure 3.8 shows the same rule, but with a visible grid. The picture on the left of the arrow is the before-picture; the after-picture is on the right of the arrow. In a rule and in a cartoon, an empty, white square means that it does not matter whether the square is occupied by another character. Since the grid is normally not shown, a question mark is used to make explicit that a certain square is a “don’t-care” square. A gray square as in Figures 3.7 and 3.8 means that the square must be empty. Of course, in the simulation display an empty square is white.

Every character has an identity, that is, each gray ball in the simulation is unique. In Figure 3.7, the ball in the before-picture and the ball drawn by the after-picture one square to the right have the same identity. This is not immediately visible in the static picture
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**Figure 3.9:** This cartoon makes the ball move to the right despite what the ball has done before. The question marks mean that there is no constraint on this square.

**Figure 3.10:** This cartoon specifies how a ball keeps moving to the right by describing three states that follow each other. This figure is a snapshot from ASC. Figure 3.11 shows the same cartoon.

**Figure 3.11:** Same cartoon as Figure 3.10, but the association of the constraints with the past, present, and future states are more explicit.

of the rule. The relation between the two balls is realized in the construction of the rule, specifically by copying the ball from the before- to the after-picture.

As described earlier, a cartoon has a form similar to that of a rule; however, its meaning is quite different. A cartoon consists of at least two state descriptions (or constraints). As noted earlier, each constraint is matched against a state, such that the last constraint describes the next state in the immediate future, the second-to-last constraint describes the current state, and the constraints preceding the current state constraint describe states in the past.

Assume we want to describe how the ball keeps moving to the right. This is described with a cartoon, because it is a behavior and not an action. The solution is the cartoon in Figure 3.9, which is similar to the rewrite rule in Figure 3.7. However, the problem with this cartoon is that it makes every ball move to the right, independent of a ball’s previous movements.

The improved solution is shown in Figure 3.10, which describes a ball moving to the right if it has been moving to the right in the immediate past. The picture ?? in the middle of the cartoon ?? ? ? ? describes the current state, the picture on its left the previous state, and the picture on its right describes the next state. This is made more explicit in Figure 3.11.
Figure 3.12: The number of rules and cartoons that have to be drawn by the user can be dramatically reduced by taking advantage of symmetries in the grid. See text for the explanation of each icon.

Figure 3.13: The same rule as in Figure 3.7 now rotates in all four directions, that is, this rule actually represents four rules.

So far, balls can only move to the right. It would be easy to add additional rules and cartoons, one for each direction. But that would be cumbersome for most users, although participants of the Child’s Play workshop [37] have suggested that children do not seem to mind much, at least initially. The user can take advantage of the icons shown in Figure 3.12.

The icon \(\leftarrow\) adds the current rule or cartoon and the one rotated by 180°; that is, the move-right rule plus this icon would result in a move-right rule and in a move-left rule. The icon \(\updownarrow\) rotates 90° and 270° but does not add the original rule or cartoon, resulting in a move-up rule and a move-down rule. \(\updownarrow\) combines the two previous icons, resulting in moves in all four directions. The rule in Figure 3.13 generates move actions in all four directions. Finally, \(\infty\) mirrors the rule or icon horizontally and \(\equiv\) does the same vertically. Additional elements will be introduced in the following examples when they are needed.

The Agentsheets-Cartoonist prototype provides a grid-based visual interface that influences the possible relations that can be used to describe a picture. Only local relations can be expressed, for instance, whether one object is on the south-, north-, west-, or east-side of another object. Often, a cartoon for a behavior in some direction can be easily generalized into other directions using the operators introduced above.
Figure 3.14: Rolling balls problem. The major problem here is to make all the balls move at once. No existing rule-based visual system is able to solve this problem correctly.

3.4 Examples of Simulations

The following examples of simulations illustrate the unique features of Cartoonist. All simulations except the PacMan example are implemented in the Agentsheets-Cartoonist prototype.

3.4.1 Rolling Balls

This task is similar to the balls moving in one direction as shown in the previous sections. However, the balls are in a row next to each other. In Figure 3.14 the balls roll in the same direction and stay together. The wall stops the ball chain. The solution must be general enough that it works in any of the four directions and with any number of balls in the chain.

This problem is difficult for existing rule-based systems because it requires the parallel execution of a set actions that is larger than the set of possible actions in the situation.

3.4.1.1 Attempts with Rules

Users and creators of purely rule-based visual systems have attempted to solve the rolling ball problem. Most of the attempts used the move-right rule in Figure 3.7 and a system such as ScienceShows, which basically applies all possible actions in parallel. ScienceShows’ rule-application algorithm, described in Section 4.2.2, is slightly more complicated, but this does not influence the solution to the rolling balls problem.

Assuming the balls move to the right, a ball moves if the square is on its right is empty. The resulting behavior is shown in Figure 3.15 and makes the difficulty of the problem
Figure 3.15: ScienceShows’ solution to the rolling balls. The balls have to spread out before they all can move.

apparent: How can a ball in the chain move if it is not clear that the ball in front of it moves, too? Not all actions that have to be executed in parallel can fire in this situation.

This suggests that the problem might be solved by relaxing the condition of having an empty square in front of a moving ball. If the rule says “go to the right no matter what’s on the next square” then the ball chain cannot be stopped by anything and it crashes through thick walls, as in Figure 3.16.

This leads to a more advanced version of the no-matter-what rule, which says something like, “Move to the right if the square is empty or is occupied by another ball.” This does not work either, as the simulation in Figure 3.17 shows. It is just a trick and not an acceptable solution. Balls cannot move to a place that is already occupied by another physical object, whether it is a ball or a wall.

An alternative “solution” was suggested by Brigham Bell using his ChemTrains system. Write a rule that moves the last ball in front of the first ball (see Figure 3.18). This cannot be accepted as a solution of the original problem, because the balls do not move as a chain. Furthermore, it works only for ball chains with exactly three balls.

All the solutions so far suffer from a further problem. The rules do not consider direction. Adding it would not be difficult, but it would be cumbersome, requiring the user to add directional features to the ball, for instance an arrow or a pointed nose.
Figure 3.16: If balls can move to any square then nothing can stop them, not even a wall.

Figure 3.17: Yet another failed attempt. All the balls stack up next to the wall.

Figure 3.18: This rule suggested by Brigham Bell makes the balls *appear* to move to the right together. Although an interesting way to make it look right, the balls do not really move like a chain, and the solution is not general enough. The dotted arrow shows how the front ball moves to the back.
Figure 3.19: The first ball of the chain is moving.

3.4.1.2 Solution with Cartoons

The solution with cartoons is simple and relies on several characteristics of the Cartoonist framework. In a Cartoonist system characters are not simply icons. Characters have actions they can execute if a cartoon describes an appropriate state sequence. (For a detailed description see Chapter 2.) A ball can move in any of the four directions provided the square it moves to is empty. These actions are described by the rule $\bigcirc \bigtriangledown \bigcirc$ in Figure 3.13. Therefore, when drawing the cartoons, the user need not worry whether the ball might do something impossible, because the definition of the actions prevents the ball from doing anything impossible. All the user has to do is describe the current state, the next state, and, if needed, one or more past states.

The second useful characteristic of cartoons is that they can be used to describe temporal concepts. Using the same idea as in the cartoon in Figure 3.10, the ball chain can be given a momentum that keeps it moving in the same direction as it moved in the past as long as it does not bump into something. Furthermore, cartoons are used such that the actions are executed in parallel whenever possible. However, the user does not need to think about parallel execution or even different kinds of parallelism.

The Cartoonist solution consists of two parts: (1) describing what the first ball in the chain does and (2) describing what the other balls do. The first ball may move if the square in front of it is empty, where the direction is determined by the previous position of the ball in its immediate past. The cartoon describing this is shown in Figure 3.19. The picture $\bigcirc \bigtriangledown$ describes the current state.

Any other ball in the chain has no empty square in front of it. However, it can move if its neighbor in the square in front of it moves, too. In other words, pairs of balls can move, too. The necessary cartoon is shown in Figure 3.20 and works because a row of $n$ balls can be viewed as a row of $n - 1$ overlapping pairs of balls. The second and the last picture in Figure 3.20 describe how a pair changes its location from the current state to the next state.
Figure 3.20: Any pair of balls in the chain can move. These are just snapshots and do not define a new action.

Figure 3.21: An initial situation of the Game of Life as well as of the simplified version Life'.

3.4.1.3 Summary

Rule-based systems that execute actions in parallel cannot solve the problem of the rolling balls adequately because they require that all potential actions must be known in the initial state. In the initial state, however, all but the first ball are stuck, because a ball can move only if the ball in front of it moves.

The declarative nature of the cartoons makes it possible to describe how the different states look. The Cartoonist engine makes sure these states can be reached if the actions are executed in parallel. This works well in the current case, because a ball can move forward if the ball in front of it moves too.

3.4.2 Game of Life

The Game of Life consists of a living and dead cells arranged in a grid as in Figure 3.21, each cell having eight neighbors. A living cell will be alive in the next generation if it has two or three living neighbors. A dead cell becomes alive if it has exactly three neighbors. In all other cases, the cell will be dead in the next generation.

It is important that all actions are executed in parallel. If the actions are executed sequentially, they may change the neighborhood of a neighbor cell and thus, the neighbor


Figure 3.22: The rules specifying a cell’s actions: A cell can become alive (left rule) and it can die (right rule).

Figure 3.23: A cell is alive in the next generation if it has currently exactly two living neighbors independently of whether the cell is currently living or dead.

cell may possibly do the wrong thing. A completely parallel execution strategy is therefore necessary.

A rule-system with a completely parallel execution strategy solves therefore this problem relatively easily with the rules

1. \{ the cell is alive and has 2 or 3 neighbors \} \rightarrow \{ the cell is alive \}
2. \{ the cell is dead and has 3 neighbors \} \rightarrow \{ the cell is alive \}
3. \{ the cell exists \} \rightarrow \{ the cell is dead \}

The Cartoonist solution is similar. Since displaying all the necessary cartoon would take up too much space, a slightly simplified version Game of Life’ is described. In Life’, a cell has only the four neighbors sharing a side of the cell’s square. A cell stays alive if it has one or two living neighbors and it becomes alive if it has exactly two neighbors. Otherwise, the cell dies.

The actions a cell can execute is to become alive and to die (see Figure 3.22). The cartoons in Figures 3.23–3.26 the cells’ behavior according to the game’s rules. The last cartoon in Figure 3.26 must have a lower priority, because it may only apply if the other cartoons do not. This means, that the last cartoon plays the same role as a catch-all clause in a Prolog program.
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\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.24}
\caption{This cartoon describes the same behavior as in Figure 3.23 except that the two living cells are not placed across each other.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.25}
\caption{A cell stays alive if it has exactly one living neighbor.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.26}
\caption{The cell dies. This cartoon must have a lower priority than the other cartoons.}
\end{figure}

Assuming that the rule-based system uses the completely parallel execution strategy, the solutions of the rule-based system and the Cartoonist system are basically the same.

3.4.3 Melting Ice

The melting ice problem shows consists of one or more ice blocks. The ice melts along the surface and therefore, an ice block must melt slower than the same amount of crushed ice, because the latter has the greater surface. A simulation of melting ice is showing in
Figure 3.27: Rule implementing the action that ice can transform into water. The dark gray square stands for water, not an empty square.

Figure 3.28: Ice melts when it is next to water. There is no need (nor possibility) to say something about the kind of parallelism used in this case as, for instance, in Agentsheets.

Figure 3.29. This problem was suggested by ScienceShows’ parallel execution algorithm, which solves this problem easily.

A rule-based system using the same execution strategy as in the Life example can easily get into trouble. Assume that the rule says that an ice piece melts if it is next to a piece of water. An ice piece at the corner of the ice block has two neighbors that are water. Thus, the ice melts twice.

The parallel execution strategy that solves this problem always tests the condition of the rule again, before the rule is actually executed. In this case, once the first action has melted the ice piece, the condition of the second rule does not apply anymore. This execution strategy is more useful since not many problems require a completely parallel execution of the actions.

The Cartoonist solution requires one rule and one cartoon. The rule in Figure 3.27 implements that ice can be transformed into water. The cartoon in Figure 3.28 describes that ice melts if it is next to water.

The actual program, the cartoon in Figure 3.28, leads to the simulation in Figure 3.29. The cartoon looks the same as the rule drawn in ScienceShows for the same problem [48].

3.4.3.1 Summary

Assuming the ice character already exists in the palette, the Cartoonist solution is as simple as the solution in ScienceShows or the rule version of Agentsheets using the same parallel execution algorithm as ScienceShows.
The rule-based system that worked well for the Game of Life does not melt ice correctly. Furthermore, the execution strategy that works for the ice melting problem would lead to an incorrect behavior in Game of Life example. These problems do not arise in Cartoonist, which is a great advantage, because the user does not need to decide which kind of parallelism to choose.

### 3.4.4 Collisions

In this example, balls bump into each other and bounce back from walls. A ball that bumps into a resting ball is completely stopped and the other ball starts moving to the same direction.

This interaction between the two balls is problematic for rules because they can only describe the transition between two states. However, the interaction consists of at least two actions in sequence and thus, three states: The first ball moves towards the resting ball and then, the previously resting ball moves.

cartoons can describe state sequences of any length. The cartoon in Figure 3.30 describes this interaction. A ball that bumps into a wall reverses its direction and keeps moving. The situation before, during, and after the bump describes the whole interaction and is shown in Figure 3.31.

The two cartoons in Figures 3.30 and 3.31 describe the whole process. A few snapshots of the balls bouncing into each other are shown in Figure 3.32. No additional graphical representation of the direction is necessary.

The first cartoon in Figure 3.30 describes the collision of the two balls. The first and the second picture describe how the ball coming from the left bumps into the resting ball and the second and third picture describe how the right ball is accelerated while the left
Figure 3.30: When a ball collides with another ball of the same kind, the former ball can be stopped and the latter starts moving.

Figure 3.31: A ball bumps into a wall can be simply described with three snapshots.

ball stays at the place of collision. The second cartoon in Figure 3.31 is similar to that in Figure 3.30, except that the wall is not accelerated but the ball’s direction is reversed.

3.4.4.1 Summary

It is not always easy to figure out the conditional actions underlying an interaction among several objects as the history of particle physics tells us. Cartoons allow the user to describe an interaction as it is observed without requiring the user to find the necessary conditional actions causing the correct behavior. This can be a great advantage if the user is interested in the resulting behavior only. If the user looks for a “deeper” model based on the conditional actions, then he or she has to resort to rules instead which is also possible in Cartoonist.

Quite often, the description of interactions and temporal concepts can be combined in a cartoon. For instance, the two cartoons used in this example describe to what behavior the impetus can lead in different situations.

3.4.5 Negative Programming: Avoiding Each Other

The balls in Figure 3.33 must avoid each other, yet they keep their direction and bump off walls correctly as long as they do not end up next to another ball.

This problem requires many non-trivial rules in a rule-based system. In Cartoonist, it is rather simple.
Figure 3.32: The cartoons in Figure 3.30 and Figure 3.31 completely describe the process shown as a sequence of snapshots.

Sometimes it easier to describe behavior by stating what should not happen. Since cartoons are declarative, negation can be used in the description of the future state. In this example I will also show how the behavior of the characters can easily be refined.

Assume that the balls in Figure 3.33 are moving around randomly and that they should avoid each other. Moving around randomly can be expressed succinctly with the cartoon in Figure 3.34. The cartoon says that in the next state the ball will not be at the location it is now. This is expressed by the meta-character “x” crossing out the ball in the second picture. Since a character, for instance a ball, in a picture means “a ball is at this location” the crossed out ball means “the ball is not at this location.” Describing that the balls should avoid each other can be done by saying that a moving ball should not end up next to another ball. The cartoon in Figure 3.35 describes this.
Figure 3.33: Snapshot of balls avoiding each other.

Figure 3.34: Cartoon describing moving around as “don’t stay at the same place.” The crossed-out ball means that the ball must not be there. What is invisible, and a problem of visual notation, is that the two balls are the same at different times.

Figure 3.35: Cartoon showing that the moving ball does not end up next to another, possibly moving, ball. The cartoon has to be rotated and mirrored to capture all possible cases.

Watching the simulation, the user is not too happy with the result because the balls behave as if they were drunk. They indeed avoid each other, but it would be good if they had some direction in their movement. The solution is to add the cartoon in Figure 3.36, which keeps the ball moving in the same direction. The preference is set such that the
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Figure 3.36: A ball, once moving into a certain direction, keeps moving into the same direction.

cartoon describing that the balls avoid each other is preferred over the new cartoon. The resulting behavior is already much more appealing.

However, the balls do not bounce back from the walls correctly. The solution is simple: add the cartoon from Figure 3.31. Again, the avoid-balls cartoon is preferred over the new one. Now, the balls still avoid each other, but they bump back from walls and keep going straight if possible.

3.4.5.1 Summary

Programming using negation in the after-picture can simplify describing certain behavior. Rules can use negation in the condition; however, describing the behavior in this example with rules would be tedious, because the whole situation must be tested in the condition to figure out the right action. A cartoon can be used to specify what the action has to achieve, whatever action it is.

Generally, a cartoon using negation in the after-picture can be satisfied with many actions, which is useful if one wants to further refine the behavior of the characters. This allows the user to specify the behavior of the characters given certain additional constraints. The subsumption-like architecture is useful for these kinds of specifications, as the example shows. The balls move around as one would expect under the constraint that they never do touch each other. What is so nice is that the constraint can be stated completely separate from describing the rest of the behavior.

3.4.6 Pachinko Task

At the first Child’s Play workshop [37], the Pachinko task in Figure 3.37 was suggested as a test example for end-user programming systems. The balls fall down and when they hit a pin, represented as a wall piece, they drop down either on the left or right of the pin. The
resulting distribution at the bottom of the figure should approximate a normal distribution if enough balls are dropped.

All the rule-based visual systems did well, except that they required the balls to spread out as demonstrated in the rolling balls example at the beginning of this section.

In the Pachinko task, balls are dropped onto a triangle of pins, in Figure 3.37 depicted as little brick-wall pieces, resulting in an approximation of a bell curve at the bottom. AS-Cartoonist’s solution consists of four simple cartoons. The cartoon describing that a ball never may move up and the cartoon saying that an unsupported ball drops (see Figure 3.38)
Figure 3.39: A ball on a wall rolls around “searching” for a gap. This is described by saying the ball does not stay at the same place.

Figure 3.40: The behavior that a ball chain may drop as a whole.

take care of gravity. The cartoon in Figure 3.39 makes sure that balls do not get stuck on brick walls; that is, a ball keeps moving until it finds a gap to fall down.

These cartoons lead to the same behavior as displayed by the other systems at the Child’s Play workshop. However, these solutions miss the fact that ball chains can fall together, so the cartoon in Figure 3.40 is added, which leads to a parallel and correct behavior.

3.4.6.1 Summary

The Pachinko example integrates several of Cartoonist’s unique characteristics. The balls can fall down together whereas the other systems either can execute only one action at a time or require the balls to be spaced out to fall down in parallel. Negative programming was again be used in an effective way to prevent a ball from getting stuck on a wall piece and from moving upward, thus defying the law of gravity. Finally, the possibility to describe complex behavior by combining simple descriptions has been useful. For instance, the cartoon in Figure 3.40 was added later without having to change any of the other cartoons.

3.4.7 PacMan

The PacMan example shows the strength of the declarative nature of cartoons and makes clear another advantage of separating what a character can do implemented with rules from the description of its behavior described with cartoons.
In the game of PacMan, several ghosts chase the PacMan in a maze (see Figure 3.41). The task is to make the ghosts track the PacMan, assuming the rules and cartoons have access to the ghosts’ and the PacMan’s coordinates. First, a maze is assumed where the characters can move in only four directions, east, west, north, and south. Then the solution has to be extended to include the diagonal directions as well. Because the grid-based approach of ASC is not well suited for describing global relations such as the distance between two remote characters, a purely textual representation of the rules and cartoons is used to be able to compare the solutions.

A character and its location is described by the relation at(⟨type⟩, ⟨id⟩, ⟨x⟩, ⟨y⟩), where ⟨type⟩ is the character’s type, which is either ‘ghost’ or ‘pacman’; ⟨id⟩ is the unique identifier of the character; and ⟨x⟩ and ⟨y⟩ are the characters’ coordinates in the grid. For each empty square there is a predicate ‘empty.’ Variables are written in italics.

### 3.4.7.1 Solution with Rules

First, a solution with rules is presented to which the cartoon solution can be compared. Having access to the characters’ coordinates leads to an obvious solution. The rules $R_1, \ldots, R_4$
move the ghost closer to the PacMan, depending on the location of the PacMan with respect to the ghost. It would be easy to generate rules $R_2, \ldots, R_4$ from rule $R_1$ and information about the symmetries of the rule, reducing the need for drawing all four rules.

Rule $R_1$ says if the ghost $g$ is on the left of the PacMan $p$ expressed with $x_g < x_p$ and the square on the right of the ghost is empty, then the ghost moves to the empty square, the pacman stays at its old place, and the square at $x_g, y_g$ is now empty. The other three rules are similar: $R_2$ moves the ghost to the left, $R_3$ moves it up, and $R_4$ implements the down action.

$$R_1: \begin{cases} \text{at(ghost, } g, x_g, y_g), \\ \text{at(pacman, } p, x_p, y_p), \\ x_g < x_p, \text{ empty}(x_g + 1, y_g) \end{cases} \rightarrow \begin{cases} \text{at(ghost, } g, x_g + 1, y_g), \\ \text{at(pacman, } p, x_p, y_p), \\ \text{empty}(x_g, y_g) \end{cases}$$

$$R_2: \begin{cases} \text{at(ghost, } g, x_g, y_g), \\ \text{at(pacman, } p, x_p, y_p), \\ x_g > x_p, \text{ empty}(x_g - 1, y_g) \end{cases} \rightarrow \begin{cases} \text{at(ghost, } g, x_g - 1, y_g), \\ \text{at(pacman, } p, x_p, y_p), \\ \text{empty}(x_g, y_g) \end{cases}$$

$$R_3: \begin{cases} \text{at(ghost, } g, x_g, y_g), \\ \text{at(pacman, } p, x_p, y_p), \\ y_g < y_p, \text{ empty}(x_g, y_g + 1) \end{cases} \rightarrow \begin{cases} \text{at(ghost, } g, x_g, y_g + 1), \\ \text{at(pacman, } p, x_p, y_p), \\ \text{empty}(x_g, y_g) \end{cases}$$

$$R_4: \begin{cases} \text{at(ghost, } g, x_g, y_g), \\ \text{at(pacman, } p, x_p, y_p), \\ y_g > y_p, \text{ empty}(x_g, y_g - 1) \end{cases} \rightarrow \begin{cases} \text{at(ghost, } g, x_g, y_g - 1), \\ \text{at(pacman, } p, x_p, y_p), \\ \text{empty}(x_g, y_g) \end{cases}$$

With these rules, a ghost can track the PacMan; however, if it cannot get closer to the PacMan because of a wall, the ghost cannot move and just sits there. To fix this problem, four more rules have to be added. Again, just one is shown for going to the right without getting closer to the PacMan. It is important that the rules $R_1, \ldots, R_4$ are preferred over the rules $R_5, \ldots, R_8$; that is, tracking is preferred over random walking. Furthermore, neither of the two rule groups should be preferred over the other because otherwise the ghosts' behavior becomes deterministic and does not look natural to the user.

Rule $R_5$ says that if the square on the right of the ghost is empty, then the ghost moves there. The rules $R_6, \ldots, R_8$ implement the same action for the other three directions. To represent these rules visually is easy, which is unfortunately not true for rules $R_1, \ldots, R_4$, because they need to access non-local information.

$$R_5: \begin{cases} \text{at(ghost, } g, x_g, y_g), \\ \text{empty}(x_g + 1, y_g) \end{cases} \rightarrow \begin{cases} \text{at(ghost, } g, x_g + 1, y_g), \\ \text{empty}(x_g, y_g) \end{cases}$$
These eight rules solve the first part of the problem. Now the solution has to be extended to include movement along the diagonals. Unfortunately, this requires another eight rules $R_9, \ldots, R_{16}$ similar to the first eight ones resulting in a total of sixteen rules. Again, only one of the two sets of rules is shown.

$$R_9 : \begin{cases} \text{at}(\text{ghost}, g, x_g, y_g), \\ \text{at}(\text{pacman}, p, x_p, y_p), \\ x_g < x_p, y_g < y_p, \\ \text{empty}(x_g + 1, y_g + 1) \end{cases} \rightarrow \begin{cases} \text{at}(\text{ghost}, g, x_g + 1, y_g + 1), \\ \text{at}(\text{pacman}, p, x_p, y_p), \\ \text{empty}(x_g, y_g) \end{cases}$$

$$R_{13} : \begin{cases} \text{at}(\text{ghost}, g, x_g, y_g), \\ \text{empty}(x_g + 1, y_g + 1) \end{cases} \rightarrow \begin{cases} \text{at}(\text{ghost}, g, x_g + 1, y_g + 1), \\ \text{empty}(x_g, y_g) \end{cases}$$

The rules should be ordered as follows to get a correct and natural behavior.

$$\{R_1, \ldots, R_4, R_9, \ldots, R_{12}\}, \{R_5, \ldots, R_8, R_{13}, \ldots, R_{16}\}$$

The rules within a set are not preferred over each other, but the rules in the first set are preferred over the rules in the second set.

The rule-based solution is not only problematic, because many rules are required, but also because the rules combine information about the ghost’s strategy and what action it has to execute to implement the strategy. Therefore, changes in what actions a ghost can execute requires changes in the rules that implement the tracking strategy.

### 3.4.7.2 Solution with Cartoons

The first cartoon $\alpha_1$ (shown visually in Figure 3.42) directs the ghosts to move around. As long as there is not a more specific description, this movement will be random. Because of the declarative nature of cartoons, all that has to be said in $\alpha_1$ is that “the ghost will be at a different place.” Instead of four rules, one cartoon is needed. ACS does not provide access to global information. Therefore, the cartoons are drawn in a possible extension to the visual language used in ACS.

$$\alpha_1 : \{\text{at}(\text{ghost}, g, x_g, y_g)\} \rightarrow \{\neg\text{at}(\text{ghost}, g, x_g, y_g)\}$$

The ghosts do not just walk around randomly, they also track the PacMan when possible. Cartoon $\alpha_2$ (shown visually in Figure 3.43) describes the tracking behavior by saying that
Figure 3.43: The cartoon $\alpha_2$ drawn in an extension of ACS visual language. The arrow between the two characters refers to their distance, and the expression $d' < d$ in the second picture is a constraint on the distances.

"the ghost will be closer to the PacMan in the next state." Again, one cartoon has "replaced" four rules. Furthermore, the user does not need to worry about preferences. An action that gets a ghost closer to the PacMan receives two votes, whereas the other actions get one vote (or zero if the ghost would bump into a wall). The voting scheme implementing the subsumption-like architecture of cartoons is described in Section 2.6.

$$\alpha_2 : \begin{cases} \text{at}(\text{ghost}, g, x_g, y_g), \\
\text{at}(\text{pacman}, p, x_p, y_p) \end{cases} \rightarrow \begin{cases} \text{at}(\text{ghost}, g, x'_g, y'_g), \\
\text{at}(\text{pacman}, p, x'_p, y'_p), \\
(x'_p - x'_g)^2 + (y'_p - y'_g)^2 < \\
(x_p - x_g)^2 + (y_p - y_g)^2 \end{cases}$$

Now this solution has to be extended to the case where the characters can also move along the diagonals. The ghosts are replaced with ghosts that can move in all eight directions. This is absolutely all that is needed, because $\alpha_1$ makes sure the ghost moves in some direction and $\alpha_2$ describes that the ghost ends up closer. Both cartoons are independent of the actual actions the ghosts and the PacMan can execute.

3.4.7.3 Summary

The separation of what a character can do from what it should do in Cartoonist helps the PacMan example. If restricted to rules, the tracking behavior and moving-action have to be combined in one rule. This is not necessary if the cartoon in Figure 3.43 is used which simply expresses that the distance gets smaller without referring to the ghosts action.

The distinction between rules and cartoons works so well, because the cartoons are declarative and the procedural rules implement the cartoons’ specifications. This is apparent in both cartoons $\alpha_1$ and $\alpha_2$.

3.4.8 Examples: Conclusions

This collection of examples shows that the Agentsheets-Cartoonist prototype has greater functionality than some prominent other visual rule-based systems. Certain kinds of parallel
behavior cannot be programmed with these other systems. The descriptions in ASC with the cartoons do not seem to be more complicated than with the purely rule-based systems.

The three examples Rolling Balls, Game of Life, and Melting Ice illustrated how Cartoonist deals with a wide range of parallel behaviors. In Chapter 4 this will discussed in detail and it will be shown that Cartoonist can specify more parallel behaviors than the existing rule-based systems.
Chapter 4

Parallel Actions

This chapter discusses the characteristics and problems of rule-based systems that execute several actions in parallel. A framework is introduced in which a wide range of sequential and parallel rule-based systems can be described, including Cartoonist. Using this framework, the different rule-based systems are compared to Cartoonist and it is shown that Cartoonist has a greater functionality than the other systems. Finally, the time complexity of Cartoonist is compared to that of parallel rule-based systems.

4.1 Parallelism in Rule-Based Systems

This section introduces some of the main issues for rule-based systems that execute actions in parallel. Most of the existing rule-based systems execute actions in parallel to increase the system’s efficiency. However, visual rule-based systems that are used to describe simulations often need to execute actions in parallel to accomplish the correct behavior of the objects in the simulation. For instance, if in a simulation, ice does not melt in parallel at the surface, it takes as much time to melt an ice block as it takes to melt the same amount of crushed ice, which is physically incorrect.

4.1.1 Executing Actions in Parallel

Rule-based programs are generally sequential in the sense that they execute one action per cycle. Increasing the efficiency of a rule-based system and increasing the expressiveness of the language of rule-based systems are reasons to execute more than one action in parallel. Some of the problems connected with executing actions in parallel are discussed next. Schmolze’s framework is used in a slightly modified form [68].

A rule $r_i$ is of the form $c_i \rightarrow a_i$, where $c_i$ is the condition and $a_i$ is the action. A rule condition $c_i$ matches state $s$ if $c_i$ is true in $s$. An action adds facts to a state and removes
acts from it. A condition and an action can be partitioned into a positive and a negative part, such that, \(c_i = c_i^+ \cup c_i^-\) and \(a_i = a_i^+ \cup a_i^-\).

**Match:** A condition \(c\) matches state \(s\), written \(c(s)\), if there is a variable substitution \(\sigma\), such that

\[
c(s) \equiv \exists \sigma. \ c^+\sigma \subseteq s \land c^-\sigma \cap = \emptyset
\]

In other words, \(c(s)\) holds if state \(s\) is consistent with condition \(c\). When \(c(s)\) is true, then the action associated with this match is \(a^\sigma = a^+\sigma \cup a^-\sigma\), which applied to \(s\) results in \(s'\), that is \(s' = a^\sigma(s)\), where

\[
a(s) \equiv (s \setminus a^-\sigma) \cup a^+\sigma = (s \cap \overline{a^-\sigma}) \cup a^+\sigma
\]

where \(x \setminus y\) is the difference of the two sets \(x\) and \(y\); that is, \(x \setminus y\) contains all those elements in \(x\) but not in \(y\).

In sequential rule-based systems, the following cycle of operations is executed repeatedly.

- **Match** all rules against the current state forming the **conflict set of rule instances**.

- **Select** one rule instance from the conflict set according to the **conflict resolution strategy**.

- **Fire** the selected instance, that is, apply the action to the current state resulting in a new state.

Parallelizing this algorithm by simply extending the select- and the fire-phase to the whole conflict set does not work in general because of unintended possible interactions between the actions. If the parallel execution of the actions should lead to the same result as some sequential execution does, then the set of actions executed in parallel must be further screened. A set of actions can be executed if the rule instances associated with the actions are independent.

**Independence of Rule Instances:** Two rule instances \(r_i\) and \(r_j\) are independent if they neither clash nor disable each other. An instance \(r_i\) disables an instance \(r_j\) if \(r_i\) adds a fact that \(r_j\) tests for its absence or if \(r_i\) removes a fact that \(r_j\) tests for its presence, that is, if

\[
a_i^+ \cap c_j^- \cup a_i^- \cap c_j^+ \neq \emptyset
\]
Two instances clash if \( r_i \) adds a fact that \( r_j \) removes or vice versa, that is, if

\[
a_i^+ \cap a_j^- \cup a_i^- \cap a_j^+ \neq \emptyset
\]

This definition implies that the result is independent of the application’s order of two independent rule instances. The result is the same as if the two instances had been applied in parallel, that is,

Assume instance action \( a_1 \) is applied to \( s \) and then action \( a_2 \) to \( a_1(s) \).

\[
a_2(a_1(s)) = (((s \setminus a_1^-) \cup a_1^+) \setminus a_2^-) \cup a_2^+ = (((s \cap a_1^-) \cup a_1^+) \cap a_2^-) \cup a_2^+
\]

Reordering this expression leads to

\[
a_2(a_1(s)) = (s \cup a_1^+ \cup a_2^+) \cap (a_1^- \cup a_1^+ \cup a_2^+) \cap (a_2^- \cup a_2^+)
\]

\( \overline{a_i} \cup a_i^+ = \overline{a_i} \) holds because \( a_i^+ \cap a_i^- \) is true. Therefore, the previous expression can be simplified to

\[
a_2(a_1(s)) = (s \cup a_1^+ \cup a_2^+) \cap (\overline{a_1^-} \cup a_1^+) \cap \overline{a_2^-}
\]

For the same reasons \( a_i^+ \cap \overline{a_i}^- = a_i^+ \) holds. Therefore,

\[
a_2(a_1(s)) = (s \cup a_1^+ \cup a_2^+) \cap ((\overline{a_1^-} \cap \overline{a_2^-}) \cup a_2^+) = (s \cup a_1^+ \cup a_2^+) \cap (\overline{(a_1^- \cup a_2^-)} \cup a_2^+)
\]

This expression can be rewritten as

\[
a_2(a_1(s)) = ((s \cup a_1^+ \cup a_2^+) \cap \overline{a_1^- \cup a_2^-}) \cup a_1^+ \cup a_2^+
\]

Because clashes have to be avoided, that is, because \( a_1^- \cap a_2^+ = \emptyset \), the previous expression can be further simplified, resulting in

\[
a_2(a_1(s)) = (s \cup a_1^+ \cup a_2^+) \cap \overline{a_1^- \cup a_2^-} = (s \setminus (a_1^- \cup a_2^-)) \cup (a_1^+ \cup a_2^+)
\]

The result is symmetric, so

\[
a_2(a_1(s)) = a_1(a_2(s))
\]

Furthermore, \( (s \setminus (a_1^- \cup a_2^-)) \cup (a_1^+ \cup a_2^+) \) is also the result if the two actions are applied in parallel. To show that any sequential order of application of independent rule instances leads to the same result as their parallel application, only the clashing condition was used in above proof. It was assumed that the actions could be fired in two different orders, which can happen only if the rules do not disable each other. This result suggests the following parallel rule-based system.
• **Match** all rules against the current state forming the conflict set of rule instances.

• **Select** repeatedly a rule instance from the conflict set according to a conflict resolution strategy and add it to a set of parallel actions if the new action does not clash with any action in the set of parallel actions.

• **Fire** all the instances in the set of parallel actions; that is, apply the actions in parallel to the current state, resulting in a new state.

### 4.1.2 Increasing Efficiency

A reason why the parallel approach may improve the efficiency of the rule-based system is that the execution of many actions leads to more changes in the state per cycle, and thus the conflict set contains more rule instances in the next cycle.

Approaches similar to the parallel match-select-fire cycle are commonly used to increase efficiency as well as to describe parallel processes with rule-based systems in visual programming environments. However, if the goal of executing many actions in parallel is to increase efficiency, then it must be insured that the rules do not disable each other.

For instance, the execution model in the CREL (Concurrent Rule Execution Language) system [42] defines the correctness of a CREL program as follows. In each cycle $E_i$ actions $a_{i1}, \ldots, a_{im}$ are executed in parallel. $E_i$ is serializable if there is a serial execution $E'_i$ of $E_i$ such that $E'_i$ produces the same result as $E_i$. A CREL program is correct if all serial executions reach correct terminal states. This means that any sequentialization of the parallel program leads to a correct result. Other parallel rule-based systems use similar definitions of a correct parallel execution of a rule-based program [38, 74].

There are different ways to accomplish correct parallel programs. The detection of the parallelism is *implicit* or *explicit* [34]. If the parallelism is implicit, then the rule-based system has to analyze the rules and rule instances to decide which actions can be executed in parallel. Some analysis can be done during compile time; however, whether two actions can be coexecuted often depends on the variable bindings of the actions [3, 38, 41]. A higher parallelism requires a more advanced analysis, which results in an increased overhead.

Explicit detection of parallelism shifts the task of analyzing the program to the programmer. The rules can be statically decomposed into modules to take advantage of the inherent parallelism in the problem domain [34]. Another approach is to use meta-rules to determine which rules may be applied in parallel.

The PARULEL language uses meta-rules to describe the parallelism in the program at the algorithmic level [74]. The meta-rules implement the conflict resolution strategy used
in the selection phase of the parallel version of the match-select-fire cycle. The programmer must define which actions may fire in parallel, and the system does no further tests. As the name implies, these meta-rules are about the task level rules; that is, they do not refer to the problem domain.

4.1.3 Increasing Expressiveness

Parallelism can increase expressiveness because a purely sequential language cannot always describe what the parallel language can. For instance, in the Game of Life actions may disable other actions which results in the wrong behavior if the actions are executed sequentially.

If parallelism is used in a simulation only to make things look like they happened more or less in parallel, then the same approach as for improving efficiency can be used. In this case, actions that are executed in parallel are not required to happen in parallel, but it looks more natural to the observer. However, quite often, this kind of parallelism is not sufficient.

In a simulation, certain actions must happen in parallel, for instance when ice melts or a ball chain is rolling down a slope. If these actions are not executed in parallel, the resulting behavior is not correct. Different approaches have been tried to solve this problem in rule-based visual programming systems.

- In the KidSim version [72] presented at the Child’s Play workshop, the problem is completely ignored and all the actions are executed sequentially. Inherently parallel actions cannot be programmed in KidSim, although approximations are possible.

- Use a simple match-select-“fire if it still matches” strategy that works in interesting cases as is done in ScienceShows. This approach is better than ignoring the problem completely; however, the class of programmable parallel tasks and thus the match-select-fire strategy is chosen rather arbitrarily.

- Agentsheets [63] provides the user with the possibility to change the match-select-fire cycle. A larger class of parallel problems than in ScienceShows is solvable, yet it is not so clear whether an end user is able to select the appropriate strategy. How one would deal with the situation in which different parts of the simulation needed a different strategy is unclear. This approach is an extension to the one chosen in ScienceShows, which might take a similar approach in the future.

- Meta-rules can be used to describe which rules are to be executed in parallel, as is done in the non-visual PARULEL [74]. These rules implement the conflict-resolution strategy that chooses the actions to be executed in parallel. This approach is more
EXECUTE($s$, Select, Applicable, Done)
  repeat
    Display($s$)
    $s' \leftarrow s$
    $s \leftarrow$ COEXECUTE ($s$, Select, Applicable, Done)
  until $s = s'$
end EXECUTE

Figure 4.1: Main loop of the rule-based system.

flexible and extendible than having built-in strategies as Agentsheets has; however, it is also much harder to write these meta-rules than just choosing one of the provided strategies.

- In Cartoonist, the user assumes a set of rules and programs the conflict-resolution strategy with cartoons. Although the rule-like cartoons have the same function as PARULEL’s meta-rules, they are not about rules but about the task domain. Thus, they are not more difficult to write than the “normal” rules, although they are much more powerful.

To compare all these different approaches, a framework is required in which all the systems discussed can be expressed. Only then it is possible to make claims that one approach is better than another.

4.2 General Framework for Rule-Based Systems

A rule-based system can choose which action(s) to execute in many different ways. The previous sections showed some of the possibilities and presented the problems associated with the execution of several actions in parallel. In this section, a framework for rule-based systems is introduced in which all the sequential and parallel systems can be described. The framework is basically a more flexible version of the match-select-fire algorithm and consists of two parts. The main part, EXECUTE, shown in Figure 4.1, calls COEXECUTE repeatedly.

EXECUTE repeatedly displays the state and calls COEXECUTE (see Figure 4.2) until the new state returned by COEXECUTE has not changed. Then, the program execution stops. The invisible states are those which are generated in the for-loop in COEXECUTE but are not returned by this function. Thus, rule-based systems that change $s$ in COEXECUTE once only, have no invisible states.
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\begin{center}
\begin{tabular}{ll}
\textbf{COEXECUTE}(s, Select, Applicable, Done) \\
\textbf{repeat} \\
\hspace{1em} A & $\leftarrow\text{Select}(\text{Match}(s))$ \\
\textbf{for} \( c \rightarrow a \in A \) \textbf{do} \\
\hspace{2em} \textbf{if} \, \text{Applicable}(c \rightarrow a, s) \, \textbf{then} \, s & $\leftarrow a(s)$ \\
\hspace{1em} \textbf{until} \, \text{Done}(A) \\
\hspace{1em} \textbf{return} \, s \\
\textbf{end COEXECUTE}
\end{tabular}
\end{center}

\textbf{Figure 4.2}: COEXECUTE, the heart of the framework corresponds to the match-select-fire cycle in the simple framework.

\begin{center}
\begin{tabular}{ll}
\textbf{COEXECUTE/1}(s, CRS, true, true) \\
\{c \rightarrow a\} & $\leftarrow\text{CRS}(\text{Match}(s))$ \\
\hspace{1em} s & $\leftarrow a(s)$ \\
\hspace{1em} \textbf{return} \, s \\
\textbf{end COEXECUTE/1}
\end{tabular}
\end{center}

\textbf{Figure 4.3}: COEXECUTE/1 is the description of the conventional sequential rule-based system. CSR returns a singleton containing the only action to be executed.

The function Match used in COEXECUTE returns a list of condition-action pairs written as \( c \rightarrow a \). It is dependent on what kind of relations are allowed in the language used to describe the pictures in the rewrite rules and the cartoons.

COEXECUTE is parameterized with three functions that depend on what kind of rule-based system is being described. The conventional sequential rule-based system is described by the following definitions of the three functions.

\begin{align*}
\text{Select}(X) & \equiv \text{conflict resolution strategy} \\
\text{Applicable}(c \rightarrow a, s) & \equiv \text{true} \\
\text{Done}(X) & \equiv \text{true}
\end{align*}

The function Select return a list of condition-action pairs. In this case, COEXECUTE is reduced to the function in Figure 4.3, where CRS is the conflict resolution strategy. Both functions Applicable and Done are set to \text{true} because the action selected by CRS will always be applicable and there is only one action in \( A \), so a loop over \( A \) would keep repeating, applying the same action.
COEXECUTE/2(s)
  carrow a ← first(Match(s))
  s ← a(s)
  return s
end COEXECUTE/2

Figure 4.4: The first action instance is executed as in Agentsheets, BitPict, ChemTrains, and KidSim.

COEXECUTE/3(s)
  carrow a ← rand(Match(s))
  s ← a(s)
  return s
end COEXECUTE/3

Figure 4.5: A randomly chosen action instance is executed as it is possible in ChemTrains, ScienceShows, and KidSim.

4.2.1 Sequential Systems

The generic sequential rule-based system, introduced in Figure 4.3 as function COEXECUTE/1, can now be specialized for the rule-based visual systems Agentsheets, BitPict [28], ChemTrains, and KidSim, which all fire only one rule per cycle. As mentioned earlier, Agentsheets is normally programmed in CommonLisp. Whenever Agentsheets is referred to as a rule-based system, the rule-based extension of Agentsheets is meant. Most of these systems execute the first action that applies; that is, the conflict resolution strategy orders the rule instances, for example, according to the priority of the rules and picks the instance with the highest priority. The parameter functions are then defined as follows

Select(X) ≡ \{first(X)\}
Applicable(carrow a, s) ≡ true
Done(X) ≡ true

Function first(X) returns the first element in X. The resulting COEXECUTE function is shown in Figure 4.4.

Two of the systems, ChemTrains and KidSim, also allow the user to specify that the system has to choose randomly between instances of certain rules. The only difference from the previous description is that Select(X) is defined to be rand(X), where rand(X) returns an arbitrary element in X (see Figure 4.5). Because not just the end state of a
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Figure 4.6: The simple parallel algorithm used by Agentsheets can also be run in a different mode, as shown in Figure 4.7.

program is interesting when describing a simulation—if one exists at all—, but also the process, the conflict resolution strategy cannot be made too smart or the user might lose the necessary control over the program’s behavior. Soar, using a complicated preference scheme to implement the conflict resolution strategy, suggests this [45].

4.2.2 Parallel Systems

Sequential systems are conceptually simple, yet quite powerful. Parallel systems tend to be more complicated, although ScienceShows, for instance, is still quite simple. Cartoonist, on the other hand, pays with a rather complicated and computationally expensive algorithm for increased expressiveness.

The first system considered is the simplest parallel version, which assumes that all actions in the conflict set can be executed in parallel. This makes sense for certain examples, for instance, the Game of Life. As described in Section 3.4.2, the Game of Life is simulated on a grid in which each cell is either alive or dead. First, each cell must be tested as to whether it will be dead or alive in the next generation before the actual changes can be made because otherwise the cells’ neighborhoods would change and the behavior of the cells would not follow the rules anymore. The parameters for COEXECUTE shown below result in the simple function COEXECUTE/4 in Figure 4.6.

\[
\begin{align*}
\text{Select}(X) & \equiv X \\
\text{Applicable}(c \rightarrow a, s) & \equiv \text{true} \\
\text{Done}(X) & \equiv \text{true}
\end{align*}
\]

The Game of Life is a somewhat special case in that there is no harmful interaction between the actions. The rules describing the process are context-free in the language of map L-systems [62]. A simple way to deal with the cases where coexecuted actions can interact in a way that leads to the wrong outcome is to test the condition of the action again just before applying the action. The conflict set serves as a pool of actions that can be
Figure 4.7: The condition is checked again before the action is executed. This approach takes care of some of the disabling problems, but clashing is ignored. ScienceShows uses this algorithm which is also an option in Agentsheets.

executed in parallel. However, since an action might disable another action, the condition of the action is checked again. This approach, shown in Figure 4.7, requires us to define Applicable \( \equiv c(s) \). The strategy is adopted by ScienceShows and is available as an option in Agentsheets. It does not deal however with the problem of clashing, which means that, depending on how the actions are ordered, a different end state may be reached. The melting ice example, for instance, works properly with COEXECUTE/4.

### 4.3 Cartoonist Approach

The parallel approaches either are too hard to use or can solve only a relatively small subset of all of the interesting parallel problems. Providing a set of algorithms from which the user can choose can also be problematic because it requires the end user to make difficult decisions in the computational domain in which the user is not supposed to have any expertise. The same is true if meta-rules have to be used to specify the kind of parallelism necessary. On the other hand, meta-rules are at least more flexible than built-in strategies.

Cartoonist introduces the possibility of programming the conflict resolution strategy with a mechanism which is similar to meta-rules, yet to the user the mechanism looks much more like rules in the task domain. The definition of the parameter functions is given below, where \( c \rightarrow a \succ c' \rightarrow a' \) is true in state \( s \) if the best supporter of \( a(s) \) is preferred over the best supporter of \( a'(s) \).

\[
\begin{align*}
\text{Select}(X) & \equiv \{ \text{rand}(\{c \rightarrow a \mid c \rightarrow a \in X \land 
\neg \exists c' \rightarrow a' \in X. c' \rightarrow a' \succ c \rightarrow a\}) \} \\
\text{Applicable}(c \rightarrow a, s) & \equiv \text{true} \\
\text{Done}(X) & \equiv X = \emptyset
\end{align*}
\]
Figure 4.8: This parallel system is used in Cartoonist. The user mainly programs the cartoons that generate the voters and not the rules generating the conflict set $A$.

Select($X$) returns the set of best $c\rightarrow a$ pairs. The resulting COEXECUTE function is shown in Figure 4.8. This version can be further simplified by taking advantage of the SUBSUMPTION function defined in Figure A.8. SUBSUMPTION computes exactly what is needed in COEXECUTE, as shown below.

$$\text{SUBSUMPTION}(s, A) = \{ s' \mid c\rightarrow a \in A \land s' = a(s) \land \neg \exists c'\rightarrow a' \in A. c'\rightarrow a' \succ c\rightarrow a \}$$

The algorithm COEXECUTE/7A in Figure 4.8 shows that Cartoonist is indeed an instance of the framework introduced in this chapter, whereas the algorithm COEXECUTE/7B in Figure 4.11 is better suited to explain how Cartoonist works and how central the idea of subsumption is in Cartoonist. It also shows that Cartoonist’s functionality is a superset of the other rule-based systems’ functionality. A more compact way of describing the same algorithm used in describing CARTOONIST is the complete algorithm in the Cartoonist engine shown in Figure 4.9.

### 4.3.1 Other Parallel Behavior

There are problems that are not covered by any of the execution strategies discussed so far. The Frogs and Flies simulation consists of flies and frogs that eat these flies. In one time step (or cycle) as many flies as possible should be eaten, but no frog can eat more than one fly at once, nor can the same fly be eaten by more than one frog. The last requirement is
Cartoonist(s)
  repeat
    Display(s)
    s' ← s
  loop
    A ← Match(s)
    S ← SUBSUMPTION(s, A)
    if S = ∅ then exit loop
    s ← rand(S)
  end loop
until s = s'
end Cartoonist

Figure 4.9: The complete algorithm used in Cartoonist combines EXECUTE and COEXECUTE.

rather obvious, however, it makes the problem hard, because without this requirement, the solution to the melting ice problem from Chapter 3 could be used.

Unfortunately, the frogs and flies problem cannot be dealt with any of the parallel algorithms described in the general framework including Cartoonist. Although the existing parallel systems could be extended to solve the Frogs and Flies problem, it is questionable whether these add-hoc solutions are useful for a wide range of examples. Furthermore, it complicates the use of the systems because the user is required to make the decision which kind of execution strategy to use.

Assume that COEXECUTE/5 in Figure 4.7 is used to attempt the frogs and flies problem. The conflict set A contains all the actions by which a frog can eat a fly. Generally, some frogs and some flies are mentioned more than once, however, the frogs and flies task description requires that no frog nor fly be mentioned more than once in the set of coexecuted actions. Two solutions are obvious.

Define Applicable(c→a, s) such that it never executes an action if it contains objects that have been mentioned before in a conditional action. The following definitions accomplish this, resulting in function COEXECUTE/6 displayed in Figure 4.10.

Select(X) ≡ X
Applicable(c→a, s) ≡ if C ∩ (c ∪ a) = ∅ then C ← C ∪ c ∪ a; true else false end if
Done(X) ≡ true

The set C keeps track of what has been mentioned in the conditional actions. An action can be executed only if parts of the conditional action are not already in C. Although
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\[
\text{COEXECUTE/6}(s) \\
C \leftarrow \emptyset \\
\text{repeat} \\
\quad A \leftarrow \text{Match}(s) \\
\quad \text{for } c \rightarrow a \in A \text{ do} \\
\quad \quad \text{if } C \cap (c \cup a) = \emptyset \text{ then} \\
\quad \quad \quad C \leftarrow C \cup c \cup a; s \leftarrow a(s) \\
\quad \text{until Done}(A) \\
\text{return } s \\
\text{end COEXECUTE/6}
\]

**Figure 4.10:** This parallel algorithm solves the frogs and flies problem.

This solution works for the frogs and flies simulation, it is questionable whether it is general enough to be of any other practical use.

Another way to solve the frogs and flies problem is to use meta-rules as in PARULEL, which filter the conflict set. We could then use the default strategy of ScienceShows (see Figure 4.7) and add a meta-rule that makes sure no frog is mentioned more than once. There is no need to do the same for the flies because they are eaten, and thus the condition is not satisfied anymore when the action is to be executed. This approach is not satisfying either, because the intended user of the system is an end user who is not interested in writing rules about rules just to make the frogs eat properly.

### 4.3.2 Comparing the Different Approaches

All the approaches fit into a general framework. Table 4.1 summarizes the different algorithms, ignoring the initialization of variables.

The Cartoonist version of the COEXECUTE algorithm is described in Figure 4.11 using an incremental version of matching the modified state \(s\). This makes it easier to show how COEXECUTE/7B compares with the existing sequential and especially parallel rule-based systems. Disable\((a, s)\) and Enable\((a, s)\) have to be defined such that the line \(A \leftarrow (A \setminus \text{Disable}(a, s)) \cup \text{Enable}(a, s)\) could be replaced by \(s \leftarrow \text{Match}(s)\); that is, the following relationships must hold:

\[
A = \text{Match}(s) \\
(A \setminus (\text{Disable}(a, s)) \cup \text{Enable}(a, s)) = \text{Match}(a(s))
\]
Table 4.1: Summary of all the different instantiations of COEXECUTE. Footnote marks in parentheses mean that the system might have this functionality at some time in the future.

<table>
<thead>
<tr>
<th></th>
<th>#(^1)</th>
<th>Select((X))</th>
<th>Applicable((c\rightarrow a, s))</th>
<th>Done((X))</th>
</tr>
</thead>
<tbody>
<tr>
<td>generic system</td>
<td>1</td>
<td>conflict resolution</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>first action(^{abde})</td>
<td>2</td>
<td>{first((X))}</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>random action(^{def})</td>
<td>3</td>
<td>{rand((X))}</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>all at once(^{(a)})</td>
<td>4</td>
<td>(X)</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>test again(^{(a)f})</td>
<td>5</td>
<td>(X)</td>
<td>(c(s))</td>
<td>true</td>
</tr>
<tr>
<td>part. max once</td>
<td>6</td>
<td>(X)</td>
<td>(f_1(c))</td>
<td>true</td>
</tr>
<tr>
<td>sequential(^c)</td>
<td>7</td>
<td>{rand((f_2(X)))}</td>
<td>true</td>
<td>(X = \emptyset)</td>
</tr>
</tbody>
</table>

\(f_1(c) = \text{if } C \cap c = \emptyset \text{ then } C \leftarrow C \cup c; \text{ true else false end if}\)

\(f_2(X) = \{c\rightarrow a \mid c\rightarrow a \in X \land \neg \exists c' \rightarrow a' \in X. c' \rightarrow a' > c \rightarrow a\}\)

\(^1\#\) is the index in COEXECUTE/#

\(^a\)Agentsheets, with rule extension

\(^b\)BitPict

\(^c\)Cartoonist

\(^d\)ChemTrains

\(^e\)KidSim

\(^f\)ScienceShows

Therefore, Disable(\(a, s\)) and Enable(\(a, s\)) can be defined as:

\[
\text{Disable}(a, s) \equiv \text{Match}(s) \setminus \text{Match}(a(s))
\]

\[
\text{Enable}(a, s) \equiv \text{Match}(a(s)) \setminus \text{Match}(s)
\]

Disable(\(a, s\)) contains the conditional actions that are disabled by applying \(a\) to \(s\) and Enable(\(a, s\)) contains the conditional actions that are enabled when \(a\) is executed in \(s\). By constraining Disable and Enable to certain values, COEXECUTE/7B can simulate other sequential and parallel COEXECUTE algorithms.

Each type of rule-based system in Table 4.1 will be compared to the Cartoonist system. For each existing system, it will emerge that Cartoonist has at least the same functionality. The algorithm COEXECUTE/6, which cannot be emulated by Cartoonist, is not employed by any system. Finally, because Cartoonist can describe programs that none of the other systems can, Cartoonist has a greater functionality than all the other visual rule-based systems considered in this chapter. Although Cartoonist can simulate a sequential rule-based system as is shown later, it is not clear that there are examples in which a sequential execution of the rules is preferred over a parallel one.
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\[
\text{COEXECUTE/7B}(s)
\begin{align*}
A & \leftarrow \text{Match}(s) \\
\text{while } A \neq \emptyset \text{ do} \\
    a & \leftarrow \text{rand}\left(\{a \mid a(s) \in \text{SUBSUMPTION}(s)\}\right) \\
    A & \leftarrow (A \setminus \text{Disable}(a, s)) \cup \text{Enable}(a, s) \\
    s & \leftarrow a(s) \\
\text{end while}
\end{align*}
\text{end COEXECUTE/7B}
\]

**Figure 4.11:** This algorithm is used in Cartoonist and is the same as in Figure 4.8. The explicit use of the functions Disable(s) and Enable(s) makes it easier to compare the cartoon approach with the ones discussed earlier.

\[
\text{COEXECUTE/7B/SEQ}(s)
\begin{align*}
A & \leftarrow \text{Match}(s) \\
a & \leftarrow \text{rand}\left(\{a \mid a(s) \in \text{SUBSUMPTION}(s)\}\right) \\
s & \leftarrow a(s)
\end{align*}
\text{end COEXECUTE/7B/SEQ}
\]

**Figure 4.12:** The Cartoonist algorithm with Disable(a, s) = A and Enable(a, s) = \emptyset becomes a sequential algorithm.

### 4.3.2.1 Sequential: Random Action

Suppose the constraints on Disable(a, s) and Enable(a, s) are such that only one action can be executed; that is, suppose all actions must be disabled after executing the first action and no new action must be enabled.

\[
\begin{align*}
\text{Disable}(a, s) &= A \\
\text{Enable}(a, s) &= \emptyset
\end{align*}
\]

These conditions reduce COEXECUTE/7B to a sequential algorithm in Figure 4.12.

It has to be shown that the correct choice of rules and cartoons leads to Disable(a, s) and Enable(a, s), as required above. Let \( \mathcal{R} \) be the rules in a sequential system in which one rule is fired, either the first in the conflict set or an arbitrary one from the set, depending on the system's strategy.

The following notation of rules and cartoons is assumed: A rule is of the form \((c^+, c^-) \rightarrow (a^+, a^-)\), meaning that the condition \((c^+, c^-)\) and the action \((a^+, a^-)\) consist of a positive and a nega-
tive part each; similarly for a constraint \((C_1^+, C_1^-) \Rightarrow (C_2^+, C_2^-)\) with the constraints \(C_1\) and \(C_2\). The notation \(\Rightarrow\) is used for cartoons to differentiate them from rules.

Given the set of rules \(\mathcal{R}\) of a sequential rule-based system, a set \(\mathcal{R}'\) of rules and a set \(\mathcal{C}\) of cartoons must be found such that the conditions for \(\text{Disable}(a, s)\) and \(\text{Enable}(a, s)\) hold and the correct strategy is used to select the only action to execute.

\(\mathcal{R}'\) is constructed so that only one action can be executed in parallel. This is done by introducing the boolean flag \(\lambda\). All the rules check this fact and change it, that is, that the rules toggle \(\lambda\). The rule set \(\mathcal{R}'\) is then defined as follows.

\[
\mathcal{R}' \equiv \{(c^+ \cup \{\lambda\}, c^-) \rightarrow (a^+, a^- \cup \{\lambda\}) \mid (c^+, c^-) \rightarrow (a^+, a^-) \in \mathcal{R}\} \cup \\
\{(c^+ \cup \{\lambda\}, a^-) \rightarrow (a^+ \cup \{\lambda\}) \mid (c^+, c^-) \rightarrow (a^+, a^-) \in \mathcal{R}\}
\]

\(\mathcal{C}\) contains only two cartoons that describe how \(\lambda\) switches from being true to being false to being true, and so on.

\[
\mathcal{C} \equiv \{(\{\lambda\}, \{\}) \Rightarrow (\{\}, \{\lambda\}), (\{\}, \{\lambda\}) \Rightarrow (\{\lambda\}, \{\})\}
\]
or, in a bit more readable format

\[
\mathcal{C} \equiv \{\{\lambda\} \Rightarrow \{\neg\lambda\}, \{\neg\lambda\} \Rightarrow \{\lambda\}\}
\]
The Cartoonist system with the rules \(\mathcal{R}'\) and the cartoons \(\mathcal{C}\) executes never more than one action in parallel, that is, the actions are executed sequentially. This can be seen as follows.

Assume that \(\lambda\) is true and the conflict set \(A\) is not empty. Because each action in \(A\) sets \(\lambda\) to false, the first cartoon describes this state sequence. Any second action that would be executed would set \(\lambda\) to true again. However, there is no cartoon that describes a state sequence where the truth of \(\lambda\) does not change. Therefore, at most only one action in \(A\) can be executed. The same reasoning applies when \(\lambda\) is initially false.

Using the \(\mathcal{C}\) with two cartoons implements the \emph{random action} conflict resolution strategy.

### 4.3.2.2 Sequential: First Action

The strategy in which the first action is always chosen requires the following, based on the random strategy above. \(\mathcal{C}\) needs to be extended so that the first action gets the best support. This can be accomplished with following definition.

\[
\mathcal{C} \equiv \{\{\lambda\} \Rightarrow \{\neg\lambda\}, \{\neg\lambda\} \Rightarrow \{\lambda\}\} \cup \{c \Rightarrow a \mid c \rightarrow a \in \mathcal{R}\}
\]

A rule \(r_i\) coming before another rule \(r_j\) in the sequential system, that is, \(r_i, r_j \in \mathcal{R}\), is reflected in Cartoonist by the preference relation such that the cartoon corresponding to \(r_i\) is preferred over the cartoon corresponding to rule \(r_j\).

This shows that Cartoonist can simulate the sequential rule-based systems based on \text{COEXECUTE/2} and \text{COEXECUTE/3}.
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4.3.2.3 Parallel: All Actions

Cartoonist can also simulate the case in which all the actions are executed in parallel without further testing of the condition as described by COEXECUTE/4. The conditions on Disable\((a, s)\) and Enable\((a, s)\) for this case are as follows.

\[
\begin{align*}
\text{Disable}(a, s) &= \{a\} \\
\text{Enable}(a, s) &= \emptyset
\end{align*}
\]

This means that every action executed is removed from the conflict set and no additional action is added to the set.

In a system that executes all actions in the conflict set \(A\) in parallel, the actions must be consistent in a domain-specific sense. Being clashfree is not good enough. For instance, if an action moves an object to the left and another action moves the same object to the right, then they do not clash. However, both actions must not be fired in parallel because an object cannot be moved to the right and left at once. This means that no two actions that contradict each other can be fired in parallel. Formally, the condition required for parallel application is

\[
\forall a_i, a_j \in A. \ a_i^+ \cap a_j^- \cup a_i^- \cap a_j^+ = \emptyset
\]

If this condition is not satisfied, the meaning of applying the actions in parallel is not clear. In the Game of Life, for instance, a cell is changed by exactly one action and no clash can happen.

Let the sets \(\mathcal{R}'\) and \(\mathcal{C}\) be defined as follows.

\[
\begin{align*}
\mathcal{R}' &= \{(a^-, a^+) \rightarrow (a^+, a^-) \mid (c^+, c^-) \rightarrow (a^+, a^-) \in \mathcal{R}\} \\
\mathcal{C} &= \{c \Rightarrow a \mid c \rightarrow a \in \mathcal{R}\}
\end{align*}
\]

The rules in \(\mathcal{R}'\) are decontextualized versions of the ones in \(\mathcal{R}\). A decontextualized rule describes only the changes without any additional context, that is, only those facts are referenced in the action that are actually changed. Because the conditional actions in the conflict set \(A\) are consistent in the task domain, and the rules in \(\mathcal{R}'\) are decontextualized, they cannot disable each other.

However, the actions in \(A\) can enable other actions that are initially not in the conflict set. This is not a problem, because the cartoons enable only those actions that are initially in the conflict set. Furthermore, a cartoon always describes the shortest state sequence only and therefore, \(a \in \text{Disable}(a, s)\) for all actions \(a\) and states \(s\).
4.3.2.4 Parallel: Test Before Execute

Some parallel rule-based systems, notably ScienceShows, test the action again just before the action is executed, as is described by CoEXECUTE/5. This case is even simpler, executing all actions in parallel. The rules need not to be decontextualized, that is,

\[ \mathcal{R}' = R \]
\[ \mathcal{C} = \{ c \Rightarrow a | c \rightarrow a \in \mathcal{R} \} \]

Again, the cartoons make sure that only those actions that were in the initial conflict set are executed.

4.3.2.5 Parallel: Enable(a, s) ≠ ∅

All the rule-based systems are in trouble if a set of parallel actions should be described where Enable(a, s) is not empty, that is, if the actions to be executed in parallel are not a subset of the actions in the conflict set. An example of such a case is the ball chain shown in Chapter 3. Cartoonist can deal with such cases, whereas all the earlier discussed rule-based systems cannot solve such problems. However, this does not imply that Cartoonist can deal with all problems, as the frogs and flies problem shows. Nevertheless, it shows that Cartoonist can describe a larger class of parallel actions than can the other rule-based systems. The rolling balls and the Pachinko examples in Chapter 2 show that Cartoonist solves a relevant set of additional problems.

4.3.3 Parallel Actions in Cartoonist

The previous section has shown that Cartoonist can simulate sequential systems and that it can describe a wider range of parallel actions than the other parallel rule-based systems can. To show that Cartoonist can simulate sequential systems required the introduction of a flag \( \lambda \) that is toggled by the rules. If this were necessary in practice, then it would be a serious problem because the necessary sets of rules and cartoons are quite large and not intuitive. Examples where a sequential application is necessary tend to have a flag already as part of the simulation. For example, in the game Tic Tac Toe the flag is meaningful as it represents who is to move next.

The situation is made favorable for parallel executions, in that Cartoonist supports a range of parallelism with no special tricks required. Three kinds of parallelisms have been discussed based on the examples of rolling balls, melting ice, and the Game of Life. The rule-based systems either solve the melting ice or the Game of Life, but not both. If they solve both, then the user needs to explicitly change the execution strategy as in Agentsheets.
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---

**Figure 4.13**: Reduced version of the Cartoonist engine algorithm from Figure 5.1. Only the expensive calls to the rule-base are retained.

In Cartoonist, nothing like that is necessary, although the solutions are just as natural as the ones in the rule-based systems.

In addition, Cartoonist solves some problems that the rule-based systems cannot, as the rolling balls show. In simulations, these kinds of situations occur often as can be seen in the PacMan example.

4.4 **Time Complexity**

Declarative programming languages tend to have less efficient implementations than procedural languages, although there are efficient Prolog compilers. Furthermore, rule-based systems tend to be relatively slow too due to the expensive matching phase [75].

As can be seen in Figure 5.1 and the definitions of Match(s), CCI(s), and GetVoters(s), it is only Match(s) that has to be taken into consideration to compute the time complexity of the Cartoonist engine. Although calculating $R$ and $S$ in Figure 5.1 cannot be done in constant time, this computation time can be neglected compared to the cost of Match(s). Figure 4.13 shows the Cartoonist engine's algorithm in a form that makes it easier to assess its time complexity.

Let $T_c(p)$ be the time it takes CARTOONIST to execute $p$ actions in parallel. This is the same time as executing COEXECUTE/7 once. Executing these $p$ actions means executing the for-loop in Figure 4.13 $p$ times. Let $T(\text{Match})$ be the time to execute Match(s) and assume that there are at most $b$ actions to be executed in a state, that is, $|\text{Match}(s)| \leq b$. Then $T_c(p)$ is

$$T_c(p) = p \cdot (T(\text{Match}) + b \cdot T(\text{Match}) + T(\text{Match})) = p \cdot (b + 2) \cdot T(\text{Match})$$
The asymptotic upper bound of $T(\text{Match})$ depends on what kinds of patterns are allowed in the rules’ conditions and the cartoons’ constraints. Because a Rete-like [26], and thus rather general pattern language is used, $T(\text{Match})$ is exponential. The analysis of the matching cost is based on Tambe, Newell, and Rosenbloom’s work on expensive chunks using the notion of a $k$-search tree [75]. The asymptotic upper bound of matching a rule-base with $n$ rules is

$$O(\text{Match}) = n \cdot B^D,$$

where $B$ is the branching factor of the $k$-search tree and $D$ is its depth. The depth of the tree is dependent on the conditions of the rule and the branching factor is given by the number of the facts (working memory elements) that match the conditions.

$T_c(p)$ is compared with the simplest parallel rule-based system, COEXECUTE/4 shown in Figure 4.6. COEXECUTE/4 executes the $p$ parallel actions without further testing. Thus, its time complexity $T_p(p)$ is

$$T_p(p) = p \cdot T(\text{Match}')$$

$T(\text{Match}')$ is basically the same as $T(\text{Match})$; however, the number of rules used by the two systems for the same problem may vary. In the worst case they are $T(\text{Match}) = n_c \cdot B^D$ and $T(\text{Match}') = n_p \cdot B^D$, where $n_c$ rules are in the Cartoonist’s rule-base and $n_p$ rules are in the parallel rule-based system’s rule-base. A reasonable way to compare the time complexity of the two systems is by defining the factor $f$ as follows.

$$f \equiv \frac{O(T_c)}{O(T_p)} = \frac{p \cdot (b + 2) \cdot O(\text{Match})}{p \cdot O(\text{Match}')} = \frac{(b + 2) \cdot n_c \cdot B^D}{n_p \cdot B^D} = (b + 2) \cdot \frac{n_c}{n_p}$$

Thus,

$$f \approx b \cdot \frac{n_c}{n_p}$$

The factors $b$ and $n_c/n_p$ depend on the program implemented by the two systems. Nevertheless, the upper and lower bounds can be estimated. It will become clear shortly that the theoretical bounds are not of practical interest. Therefore, good estimates are of greater value than extreme theoretical bounds.

The number of actions $b$ that can be executed in any situation can be estimated by $o \cdot n_o$, where $o$ is the number of objects in the application and $n_o$ is the average number of actions an object may execute. Moving balls have $n_o \leq 4$, in the melting ice example or $n_o = 1$ in the Game of Life.

The value of $b$ is due to the look-ahead search that is necessary because of the declarative semantics of the right-hand side of a cartoon. This big price that has to be paid is not intrinsic to the Cartoonist system but is caused by the implementation of testing whether a
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cartoon can be satisfied. Furthermore, if $n_c/n_p$ is small, that is, much smaller than 1, then there is the chance that a Cartoonist system is not necessarily more inefficient than a purely rule-based system.

I have shown that a Cartoonist system needs $n_p$ rules and $n_p$ cartoons to simulate the parallel rule-based system executing all actions in parallel without further testing. The factor $f$ then becomes

$$f = o \cdot n_o \cdot \frac{n_p + 2 \cdot n_p}{n_p} = 3 \cdot o \cdot n_o$$

The factor 2 comes from the transformation of a cartoon with two constraints into two rules. For the Game of Life, this translates into $f = 3 \cdot 1 \cdot n_{\text{cells}}$; that is, the Cartoonist version will be $3 \cdot n_{\text{cells}}$ slower than the purely rule-based version, where $n_{\text{cells}}$ is the number of cells.

This shows clearly where a major problem of cartoons and the current implementation is. However, the Game of Life or the melting ice examples can be viewed as worst-case scenarios, because these processes consists of a few huge interactions in Cartoonist.

In Section A.5.2, I have shown that $m$ rules and $n$ cartoons can require up to $m \cdot 2^n$ rules in a purely rule-based system. This case, which cannot be expected in practice, leads to the theoretically best $f$.

$$f = o \cdot n_o \cdot \frac{m + l \cdot n}{m \cdot 2^n},$$

where $n_o$ is the average number of constraints in a cartoon, which is about 3 for most applications encountered so far. A reasonable approximation for $f$ can be obtained by approximating $n_p$ with $m \cdot n$. By definition, $n_c = m + l \cdot n$, and therefore

$$f = o \cdot n_o \cdot \frac{m + l \cdot n}{m \cdot n}$$

This $f$ looks better than the worst case, yet the fact that $f$ is proportional to the number of objects $o$ might suggest a more serious problem, namely that the system has difficulty in scaling up. The main reason for this problem lies in the completely global pattern-matching in the cartoons’ constraints. This problem should be solvable, leading to a less global use of cartoons.

The global use of cartoons results in one big interaction per cycle, even if the characters do not interact with each other. This problem might be solved by somehow modularizing the interactions, that is, independent characters should not be meshed together into one huge interaction.
Chapter 5

Implementation of the Cartoonist Prototype

This chapter describes briefly the implementation of the Cartoonist prototype in Agentsheets. First, the complete Cartoonist algorithm is presented. Then, it is shown how cartoons can be translated into rules thus making the use of a quite conventional Rete-matcher possible. Finally, some issues to interface the Cartoonist engine with Agentsheets are discussed.

5.1 Cartoonist Algorithm

The main algorithm of the Cartoonist system is based on the two algorithms CARTOONIST and SUBSUMPTION developed in Chapter 4. For each action Match and SUBSUMPTION are executed once. In Figure 5.1, SUBSUMPTION is expanded and the two functions ComputeCartoonInstances(s) (CCI) and GetVoters(s) are introduced, which take care of all the necessary computations to find all of the cartoon instances and voters.

The most plausible idea to build the Cartoonist engine is to transform the cartoons into meta-rules implementing the conflict resolution strategy and use a rule-based system with a meta level. This approach would be similar to that taken in PARULEL [74], as described in Section 4.1.2 or various other sequential rule-based systems with a meta-level architecture [18, 25, 31].

However, cartoons are not at the meta-level because they do not say anything about rules. Cartoons are at the task level, like the rules. Nevertheless, they can take over the same task meta-rules normally do, that is, implementing which rule is to be fired next. In function CARTOONIST, the meta-component in a meta-level architecture would correspond to the SUBSUMPTION function.
\begin{figure}
\begin{center}
\begin{verbatim}
Cartoonist(s)
    ComputeCartoonInstances(s)
    repeat
        Display(s)
        s' ← s
    loop
        A ← Match(s)
        for c/a ∈ A do
            s'' ← a(s)
            V ← GetVoters(s'')
            R ← R ∪ \{ \langle s''; v_1, \ldots, v_k \rangle | v_1, \ldots, v_k ∈ V \land \forall i, i < k. \; v_i > v_{i+1} \}\n        end for
        S ← \{ s | \langle s''; I \rangle = r \land \neg \exists r'. \; r' ∈ R \land r' > r \}\n        if S = ∅ then exit loop
        s ← rand(S)
        ComputeCartoonInstances(s)
    end loop
    until s = s'
end Cartoonist
\end{verbatim}
\end{center}
\end{figure}

Figure 5.1: Result of expanding SUBSUMPTION in the CARTOONIST algorithm. The functions ComputeCartoonInstances(s) and GetVoters(s) that deal with the cartoons are defined later.

The fact that rules and cartoons are both at the task level suggests that an extension of a rule-based system could be the solution. Indeed, the prototype of Cartoonist is implemented using a temporal extension of a rule-based system, as will be shown in some detail in the next section.

The functions CCI(s) and GetVoters(s) are defined similarly to Match(s) with the exception that instead of returning conditional action pairs they return cartoon instances and voters, respectively. Voters are cartoon instances that cannot be further extended. Thus, CCI(s) and GetVoters(s) can be implemented as basically the same function.

Next I show how cartoons can be transformed into rules and used in a rule-based system. This makes it possible to estimate the time complexity of CARTOONIST and compare it to other rule-based systems.
\[ R_1: \quad C_1, \text{current\_time}(t) \]
\[ \to \]
\[ (\alpha_1 \ t \ t \ \sigma_1) \]

\[ R_2: \quad (\alpha_1 \ t_0 \ t_1 \ \sigma_1) \]
\[ C_2, \text{current\_time}(t), \text{succ}(t_1, t) \]
\[ \to \]
\[ (\alpha_2 \ t_0 \ t \ \sigma_2) \]

\[ \vdots \]

\[ R_i: \quad (\alpha_{i-1} \ t_0 \ t_{i-1} \ \sigma_{i-1}) \]
\[ C_i, \text{current\_time}(t), \text{succ}(t_{i-1}, t) \]
\[ \to \]
\[ (\alpha_i \ t_0 \ t \ \sigma_i) \]

\[ \vdots \]

\[ R_k: \quad (\alpha_{k-1} \ t_0 \ t_{k-1} \ \sigma_{k-1}) \]
\[ C_k, \text{current\_time}(t), \text{succ}(t_{k-1}, t) \]
\[ \to \]
\[ (\alpha_k \ t_0 \ t \ \sigma_k) \]

\[ R_{k+1}: \quad (\alpha_k \ t_0 \ t_k \ \sigma_k) \]
\[ C_{k+1}, \text{current\_time}(t), t_k = t, \text{current\_state}(s) \]
\[ \to \]
\[ (\text{Vote} \ s \ \alpha \ t_0) \]

**Figure 5.2:** The rules resulting from the cartoon \( C_1 \rightarrow C_2 \rightarrow \cdots \rightarrow C_k \rightarrow C_{k+1} \).

### 5.2 Transforming Cartoons into Rules

Transforming a cartoon into rules, called c-rules to distinguish them from the “real” rules, is not as trivial as it might seem at first. It would simplify the implementation of the system a lot, if the c-rules could be used in the same rule-base, because rules and c-rules are at the task level and thus, match the same facts. Cartoons also have to match not just in one, but in several states and thus, have to be able to somehow refer to the past.

The cartoon \( \alpha = C_1 \rightarrow C_2 \rightarrow \cdots \rightarrow C_k \rightarrow C_{k+1} \) is transformed into the rules shown in Figure 5.2. The condition \( C_1, \text{current\_time}(t) \) is the conjunction of the condition \( C_1 \) and \( \text{current\_time}(t) \), where the latter is always instantiated with the current time. The
fact $\text{succ}(t', t)$ is true if $t' + 1 = t$. Current state $s$ is also always instantiated with the current state. Finally, $\sigma_i$ is a variable substitution containing all variable bindings of the variables in the previous constraints $C_1, \ldots, C_i$, that is, $\exists \Delta \sigma_i. \sigma_i = \sigma_{i-1} \cdot \Delta \sigma_i$ for all $i$, $1 \leq i < k + 1$. All but the last rule generate a cartoon instance when fired. All but the first rule have to match the constraint $C_i$ from the cartoon and the cartoon instance $(\alpha_{i-1} \ldots)$ that is extended when the rule is fired. The last rule adds a voter of the form 

$$(\text{Vote } s \sigma t)$$

when fired. This voter votes for state $s$, the first state of the described state sequence was at time $t$, and the cartoon describing the state sequence is $\alpha$. This is more information than is actually needed, because the preference relation $\succeq$ for cartoons is only dependent on the static preference of $\alpha$ (see page 110).

The functions Match($s$), CCI($s$), and GetVoters($s$) can now be defined in terms of $M(s)$, which returns the conditional actions as triples $\langle c; d, a \rangle$, where $c$ is the condition, $d$ are the facts to be removed from the working memory of the rule-based system, and $a$ are the facts to be added to the working memory. Then, the three functions’ definitions are as follows.

$$\text{Match}(s) \quad \equiv \quad \{ (a, d) \mid \langle c; d, a \rangle \in M(s) \land (\alpha_i \ldots) \notin d \land (\text{Vote} \ldots) \notin d \}$$

$$\text{CCI}(s) \quad \equiv \quad \{ a \mid \langle c; d, a \rangle \in M(s) \land (\alpha_i \ldots) \in d \}$$

$$\text{GetVoters}(s) \quad \equiv \quad \{ a \mid \langle c; d, a \rangle \in M(s) \land (\text{Vote} \ldots) \in d \}$$

Thus, the Cartoonist engine can be implemented by a slightly extended sequential rule-based system. Although the cartoons have functions similar to those that as meta-rules have, no meta-level is required.

### 5.3 Interface between Cartoonist and Agentsheets

The interface between Agentsheets and Cartoonist is, conceptually, surprisingly simple. The characters are called agents in Agentsheets and they can be manipulated by sending them a message. The only three messages necessary are CreateCharacter, DeleteCharacter, and ModifyCharacter. CreateCharacter creates a character of a certain kind, for instance, a ball or PacMan, at a certain location. DeleteCharacter deletes a character and the most important method ModifyCharacter modifies a character’s location.

In Cartoonist a character’s status is represented by the fact

$$(\text{Character} \langle \text{type} \rangle \langle \text{id} \rangle \langle x \rangle \langle y \rangle)$$

meaning that $\langle \text{id} \rangle$ is the unique identifier of a character of type and depiction $\langle \text{type} \rangle$ located at the coordinates $(\langle x \rangle, \langle y \rangle)$. At the beginning of a simulation, each agent in the simulation display reports its status to the Cartoonist engine, which builds the initial state from this
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information. Cartoonist has a complete model of the simulation and does not need to get any more information from the Agentsheets part during the program execution.

Once Cartoonist is initialized, it finds the next state to be displayed, sends all the necessary methods to the agents and finds the next state, displays it, and so on until no new state can be found. The parallel execution of actions is accomplished as follows. Assume that the previously displayed state is $s_0$ and that Cartoonist found the sequence $s_1, \ldots, s_n$ of states where the last state $s_n$ is to be displayed again, that is, all the actions leading from $s_0$ to $s_n$ are executed at once, looking to the user like the parallel execution of $n$ actions. The states $s_0$ and $s_n$ are real and the states $s_1, \ldots, s_{n-1}$ are virtual. Let $a_i, i = 1, \ldots, n$, be the actions leading to state $s_i$, that is, $s_i = a_i(s_{i-1})$. Then, Cartoonist sends the methods translated from these actions to the Agentsheets component.

An action is in fact a conditional rewrite rule of the form $c \mid b \rightarrow a$ and is translated into a method sent to an agent. The rule can be fired in $s$ if there is a variable substitution $\sigma$, such that $c^\sigma$ is true and $b^\sigma \subseteq s$. The rule is fired by replacing the before-picture $b^\sigma$ with the after-picture $a^\sigma$ in $s$. Thus, the execution of the methods sent to the agents must result in the new state computed by $(s \setminus b^\sigma) \cup a^\sigma$. The set of messages sent to the characters is computed by $M(b^\sigma, a^\sigma)$, which is defined as follows.

$$M(b, a) = \{(\text{CreateCharacter } t \ x \ y) \mid$$

$$(\text{character } t \ i \ x \ y) \in a \land \neg \exists x', y'. (\text{character } t \ i \ x' \ y') \in b \} \cup$$

$$(\text{DeleteCharacter } i) \mid$$

$$(\text{character } t \ i \ x \ y) \in b \land \neg \exists x', y'. (\text{character } t \ i \ x' \ y') \in a \} \cup$$

$$(\text{ModifyCharacter } i \ x' \ y') \mid$$

$$(\text{character } t \ i \ x \ y) \in b \land (\text{character } t \ i \ x' \ y') \in a\}$$

Given a rewrite rule $b \rightarrow a$ and a variable binding $\sigma$, it is now easy to generate a set of messages $M(b^\sigma, a^\sigma)$ to be sent to the agents.

Once the working memory of the Cartoonist part of the prototype is initialized, it completely takes over the simulation and decides what actions have to be executed in the simulation. Therefore, once the simulation is running, no interaction between the user and the simulation is possible. However, this is a problem of the ASC prototype and not of the Cartoonist framework.
Chapter 6

Conclusions

This last chapter first recapitulates how Cartoonist relates to some of the work mentioned in Chapter 1. Then, the chapter discusses how Cartoonist accomplishes the goals set out at the beginning of this dissertation. Finally it suggests some future work along the lines of the Cartoonist framework.

6.1 Related Work Revisited

This section discusses how Cartoonist relates to some of the issues introduced in Chapter 1.

6.1.1 Rule-Based Languages

The actions of a character in Cartoonist are specified using OPS5-like rewrite rules. Each rule specifies one action and tends to be quite simple, for instance, moving to a free square. The user is required to program with rules only if the provided characters are not sufficient, either because a new character is needed or because the set of actions has to be changed.

Executing several rules in a sequence is supported by cartoons directly for some cases, as the ball that keeps moving in the same direction shows. Using a set of cartoons that can easily be generated by the system demonstrates this idea. Assume that we want the system to go through the states described by the constraints $C_1, C_2, \ldots, C_k$. The set would then consist of the cartoons $C_1 \rightarrow C_2$, $C_1 \rightarrow C_2 \rightarrow C_3$, $\ldots$, $C_1 \rightarrow \cdots \rightarrow C_k$. This differs from having just the last cartoon, but may be an interesting extension.

6.1.2 Declarative Languages

Cartoons are completely declarative because they only constrain the state sequences and do not describe how the states are generated. What makes a cartoon declarative is the way
the future state is described; the access to the past is irrelevant. Sometimes a cartoon looks like a procedural rule, however, this is only because it uses (sometimes) the same relations and predicates as the rules do. The declarative nature of the “right-hand side” of a cartoon makes it possible to use, for instance, negation to describe the next state. A rule cannot do that.

6.1.2.1 Logic Programming

Cartoons are used similar to forward-chaining rules. Contrary to the “declarative” forward-chainers based on Prolog [30, 78], cartoons are completely declarative. The Prolog-based versions are more flexible than the current implementation of the Cartoonist engine because a rule’s condition can take advantage of the Prolog reasoning engine whereas a cartoon is restricted to a simple pattern. However, there is no reason why the patterns could not in principle be Prolog predicates. Even the description of the future state could use Prolog predicates, whereas the actions of the Prolog-based versions are restricted to asserting and retracting facts.

6.1.2.2 Constraint Programming

In a cartoon, each state is described by a constraint. The constraints are sequentially ordered, and thus a cartoon is a special case of a temporal constraint. The variables in the constraints are restricted by the relations in a constraint, for instance, a certain square must be empty. The variables are also restricted by the sequential ordering of the constraints; for instance, switching two state constraints in a cartoon may cause an object to move into a different direction.

The Cartoonist engine could possibly be implemented with constraint programming by formulating the Cartoonist description of a simulation as a temporal constraint problem that has a sequence of actions as a solution. A potential problem of this approach is that a simulation may have no clear end, and therefore the number of actions in the solution would be infinite.

6.1.2.3 Planning

The Cartoonist engine generates a sequence of actions whose initial and last states only are displayed. To the user, these actions appear to be executed in parallel. Although computing this action sequence might look similar to planning, it is not. The order of the action is specified by the cartoons that apply, and if more than one action has as good a support
as the best action, then one of the actions is chosen randomly even if it may make a good action in the future impossible.

The reason is that the system has a look-ahead of only one state. If the definition of a cartoon would not require that the second-to-last constraint describes the current state, then the Cartoonist engine would become more similar to a planner. The constraints ranging further into the future would then become more like a goal. However, it could seriously reduce the efficiency of the Cartoonist engine.

### 6.1.3 Object-Oriented Programming

The rules that specify the character's actions are similar to methods in object-oriented programming. In the Agentsheets-Cartoonist implementation, most rules translate into one method. There are exceptions, because rules are not restricted to one call, for instance, castling in chess would lead to a call to the king and one to the rook.

In visual programming systems, the objects in the pictures manipulated by the rules consist generally only of one or more pictures and possibly some slots containing values. In Cartoonist, the objects contain also actions defining some of the objects' semantics. For instance, a ball cannot move through walls nor be beamed to a remote location, and walls cannot move.

The castling example suggests sending a method to a dynamically formed group of objects. Should the message be sent to the rook or to the king, or should a further object represent a rook/king pair? In Cartoonist the problem is solved using cartoons that are not directly associated with a specific object but with a dynamically formed group.

Although cartoons generally are used in these situations, rules can be used too, as the castling example showed. For instance, ChemTrains [5] uses this kind of global rule, whereas the Agentsheets [63] implementation associates each rule with a specific object class, thus having the problem described above. However, the latter approach tends to be more efficient and somewhat more flexible.

Cartoonist provides visual objects whose semantics are partially defined by the rules, yet they still provide the global cartoons to describe behavior that cannot be easily attributed to a specific object.

### 6.1.4 Visual Programming Languages

Cartoonist is independent of a specific visual representation of the cartoons and rules. In fact, the Cartoonist engine is purely textual. However, due to the state-based representation of the cartoons, cartoons are well suited as mechanisms for visual programming.
6.1.5 Programming by Example

In Agentsheets-Cartoonist, the cartoons are created similar to most other visual rule-based programming systems by selecting a part of the simulation display as the first picture in the cartoon. Cartoons generally look less like an example than do rewrite rules, especially if high-level relations are used in the constraints.

Similar to several programming-by-demonstration systems, Cartoonist uses comic strip-like snapshot sequences to describe the program. Cartoonist uses these snapshots to guide the choice of actions dynamically depending, on the current situation; the other systems infer a program from the snapshots at definition time.

6.1.6 Programming with Temporal Information

Few rule-based systems allow the user to access past states in the condition. As Chapter 5 shows, it is not difficult to build such a system, and its power to program simulations might be considerable. Instead of constraining the sequence of states with cartoons, Mitchell uses temporal logic formulas to constrain the sequence of allowed rule applications [54]. His work is theoretical and its value in a system is unclear.

6.1.7 Behavior-Based Programming

In behavior-based programming, the user describes the simulation with cartoons in terms of behaviors rather than actions. These behaviors can then be combined similarly to the way it is done in the subsumption architecture. As the avoidance example illustrates (see Section 3.4.5), combining the cartoons dynamically depending, on the current and the past situations, is a powerful way of iterative program development.

6.2 Results

The introduction of this dissertation listed the following four problems:

- composing complex behavior from separate descriptions,
- dealing with temporal concepts,
- specifying a wide range of parallel behaviors,
- describing behavior by specifying what should not happen.
The goal of the dissertation was to find a rule based-like system that solves these four problems while retaining the advantages of rule-based systems. This section will discuss the main contributions of this dissertation, namely the solutions to these problems.

6.2.1 Retaining the Advantages of Rule-Based Systems

The advantages of rule-based systems that are important for visual end-user programming are the simplicity of the rules and their ability to describe state changes with before- and after-pictures. These systems also provide a uniformity because only rules are used to describe a simulation.

Cartoonist is not that uniform because it uses rules and cartoons. However, rules are rarely used and tend to be much simpler than the rules in rules-only systems. Cartoons are similar to rules but are used differently. User testing must show whether end users can deal with cartoons as well as with rules. Since cartoons are more declarative than rules, end users may even have fewer problems with cartoons than with rules.

6.2.2 Composing Behaviors

The subsumption-like architecture of Cartoonist allows the user to incrementally refine the behavior of the simulation objects. The interaction and independence between cartoons is quite different from the one between rules, leading to rather different descriptions of the same behavior.

The description of the simulation can be developed in layers, where each layer gets the simulation a bit closer to the desired behavior. Rules require more of an all-or-nothing approach, in which a description of the simulation must be correct from the beginning and is difficult to refine.

6.2.3 Temporal Concepts

Temporal concepts, such as moving in the same direction, can be easily described with a cartoon, but rules need additional representational features to describe the same behavior. Although these temporal concepts are relatively simple, they are of great value to describe simulations, because complex interactions between objects can be described quite easily.

6.2.4 Parallel Behavior

Cartoonist can describe a wide range of parallel behavior. The declarative nature of cartoons makes it possible to describe parallel actions without having to refer to the concept of
parallelism explicitly. However, finding the right description is not always that easy, although the final descriptions tend to be simple.

6.2.5 Negative Programming

Since cartoons describe the future state and not the action to reach this state, the description is purely declarative. The cartoon recognizes the next state; it does not generate it. Any kind of predicate or relation can be used to describe the future state. Thus, negation can be used to describe those states that should not be reached with the next action.

6.3 Future Work

Future research on the Cartoonist framework consists of building an efficient and user-friendly development environment that can be used to gain more experience with cartoon-based programming and to do extensive user testing. The experimental data will help guide the further improvement of Cartoonist.

The new implementation should not necessarily be restricted to grids, but may be combined with topological structures as in ChemTrains. Extensions to the definition of a cartoon should also be considered. Possibilities are:

- The states described by a cartoon are not required to follow each other immediately, that is, use the sooner-or-later temporal operator. For instance, describing that spring, summer, fall, and winter follow each other in this order is currently not possible with just one cartoon.

- Do not restrict the second-to-last constraint to describing the current state. This will allow the cartoon to describe more than just one future state. The system would become more of a planning character. However, this may be problematic due to its potential computational complexity.

- The whole state may be negated. This is not the same as negative programming in which only conjuncts may be negated but not the whole constraint. Currently, this can be accomplished with a non-primitive predicate representing the logical formula; however, this is not flexible.

- The definition of non-primitive predicates and relations should be supported. Currently only negation is available.
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Appendix A

A More General Treatment of Temporal Constraints

This appendix can be skipped without missing information about the cartoons and their use. It presents a more general treatment of temporal constraints than in the main part of this dissertation. The concept of a cartoon was developed by reflecting upon temporal constraints, the subsumption architecture, and hierarchy of cartoons.

This appendix introduces formally temporal constraints, a generalization of cartoons. This more general treatment of temporal constraints allows the discussion of possible extensions of cartoons. In addition, the subsumption architecture preference scheme is discussed. It is implemented in the cartoon version with voters. The voting concept is presented in a more detailed form than in Chapter 2 which provides some suggestions for possible extension of the voting process.

A.1 Temporal Constraints

This section defines temporal constraints. One of the many special cases of temporal constraints is the cartoon as treated in the body of the thesis. The use of temporal constraints as a basis for cartoons is useful because it allows comparison of different versions and extensions of cartoons as they are defined. Although the temporal constraints as defined here are much more general than the cartoons, they are not as powerful as many of the related first-order temporal logics [13, 33].

The end user will never have to deal with the definition of a temporal constraint. All that is shown to the end user of a Cartoonist system is a user-friendly description of a cartoon—and this will certainly not be the formal definition.
A.1.1 Formal Definition

A simulation is an ordered sequence of states. The visible state is shown in the simulation display and the invisible state is not shown. This makes it possible to control a wide range of parallel behavior in a flexible way. A temporal constraint describes a sequence of states \( s_1, s_2, \ldots, s_k \), where \( t(s_i) \leq t(s_{i+1}) \) for all \( i, 1 \leq i < k \) and \( t(s) \) is the time in state \( s \). Time in an invisible state is always the same as in the last previous visible state. Any visible state is one time step later than the previous visible state. For instance, in the sequence \( s_1^v, s_2^v, s_3^u, s_4^v, s_5^v \) with the visible states \( s_1^v, s_2^v, s_5^v \) and the invisible states \( s_3^u, s_4^v \) the following holds:

\[
t(s_1^v) + 1 = t(s_2^v) = t(s_3^u) = t(s_4^v) = t(s_5^v) - 1
\]

**Constraint:** A constraint \( C \) is a set of relations. The constraint \( C \) is satisfied in a state \( s \) if \( s \) is consistent with \( C \). \( C(s, \sigma) \) means that state \( s \) is consistent with constraint \( C \) given the variable substitution \( \sigma \).

**Temporal Constraint:** A temporal constraint is of the form

\[
C_1 \rightarrow_{o_1} C_2 \rightarrow_{o_2} \cdots \rightarrow_{o_{n-1}} C_n,
\]

where each \( C_i, 1 \leq i \leq n \) is a constraint and the \( \rightarrow_{o_i} \) are temporal operators.

The temporal operators \( \rightarrow_{o_i} \) have an index because there exists a great variety of different operators. A temporal operator specifies the temporal relation between the states and whether the states are visible or invisible.

A temporal operator is defined using a regular language. A regular language is closed under the operations of union (\( \cup \)), concatenation (\( \circ \)), and Kleene star (\( ^* \)) [49]. Assume that the operator should accept a state sequence consisting of a visible state, followed by and invisible and then a visible one. Let \( v \) stand for visible and \( u \) for invisible. (The choice of \( u \) for invisible is based on “unvisible” and trying to avoid confusion due to the frequent use of \( i \) as an index.) Then, the visibility of the states in an accepted state sequence can be abbreviated with \( vvuv \). The language defined by the regular expression \( vvuv \) is used to define the temporal operator as follows.

**Temporal Operator:** A temporal operator (\( \rightarrow \)) applied to two constraints \( C_1 \rightarrow C_2 \) defines what state sequences \( s_1, \ldots, s_k \) are accepted with respect to the states’ visibility
assuming that \( s_1 \) and \( s_k \) are consistent with \( C_1 \) and \( C_2 \), respectively. The acceptable state sequences are defined by a regular expression over the alphabet \( \{v, i\} \).

The language associated with a temporal constraint \( \rightarrow \) is \( \mathcal{L}(\rightarrow) \). Let \( R(s) \) be defined such that it returns the letter \( v \) if \( s \) is visible and the letter \( u \) if \( s \) is invisible. A state sequence \( s_1, s_2, \ldots, s_k \) is described by a temporal constraint \( C_1 \rightarrow C_2 \) if

\begin{enumerate}
\item \( C_1 \) is consistent with \( s_1 \),
\item \( C_2 \) is consistent with \( s_k \),
\item for all intermediate states \( s_i, 1 < i < k \), \( C_2 \) is not consistent with \( s_i \),
\item the word \( R(s_1)R(s_2) \cdots R(s_k) \) is in \( \mathcal{L}(\rightarrow) \).
\end{enumerate}

These four conditions can be formalized as follows:

\[ \exists \sigma. C_1(s_1, \sigma) \land C_2(s_k, \sigma) \land \forall i, 1 < i < k. \neg C_2(s_i, \sigma) \land R(s_1)R(s_2) \cdots R(s_k) \in \mathcal{L}(\rightarrow) \]

**Example** Let \( \mathcal{L}(\rightarrow) \) be the language described by the regular expression \( vu \circ u^* \circ v \), or \( vu^*v \) for short. Then, the state sequence \( s_1, \ldots, s_k \) is described by \( C_1 \rightarrow C_2 \) if \( C_1 \) and \( C_2 \) describe \( s_1 \) and \( s_k \), respectively. \( C_2 \) does not describe any of \( s_2, \ldots, s_{k-1} \), and \( s_1, s_k \) are the only two visible states in the sequence. This means, \( R(s_1)R(s_2) \cdots R(s_k) \) is of the form \( vuu \cdots uv \).

A temporal constraint is not restricted to two constraints only. The given definition can be easily generalized to a temporal constraint of the form \( C_1 \rightarrow_{o_1} C_2 \rightarrow_{o_2} \cdots \rightarrow_{o_{n-1}} C_n \). The temporal constraint describes the state sequence \( s_{k_1}, s_{k_1+1}, \ldots, s_{k_2}, \ldots, s_{k_n} \) if each temporal constraint \( C_i \rightarrow_{o_i} C_{i+1} \) in the original temporal constraint describes the sequence of states \( s_{k_i}, \ldots, s_{k_{i+1}} \). It is necessary that each time the same variable substitution is used, that is, \( \exists \sigma \forall i, 1 \leq i < k. C_i(s_{k_i}, \sigma) \).

### A.1.2 Temporal Operators and Invisible States

Invisible states are like visible states except they are not shown to the end user in the simulation display. They exist only internally and the user has no knowledge of them. This makes it possible, together with the correct temporal operators, to describe a wide range of parallel actions, as is shown in Chapter 4. Although the user has the impression that several actions are executed in parallel, internally everything is sequential, which simplifies the Cartoonist engine considerably.

The first operator is defined by the regular expression \( vv \) and is denoted \( \rightarrow \). This means the state sequence consists of two visible states \( s_1, s_2 \) such that \( \exists \sigma. C_1(s_1, \sigma) \land C_2(s_2, \sigma) \). In other words, two temporally contiguous visible states are consistent with \( C_1 \) and \( C_2 \).
The second operator, denoted \( \Rightarrow \), is defined by \( vv^* \), the \textit{sooner-or-later} operator. It is the same as the previous operator \( \leftrightarrow \) except that the two states are not required to follow each other immediately.

The third and final operator, denoted \( \searrow \), is used for describing parallel actions and is defined by \( vv^*(v \cup u) \). \( C_1 \) always describes a visible state whereas \( C_2 \) may describe a visible or an invisible state. However, no visible state is allowed between the first and the last state. Since invisible states are not displayed, this operator makes it possible to describe exactly which actions should be executed in parallel.

Assuming \( C_1 \rightarrow C_2 \) describes a sequence of at most \( k \) states, then \( \Pi_{i=1}^k 2^i \approx 2^{k^2/2} \) different temporal operators are possible, because \( 2^i \) different strings of length \( i \) exist over the alphabet \( \{v, u\} \). Most of them are not interesting, but the previous three operators are useful for describing simulations.

### A.1.3 Representation of Temporal Concepts

Temporal concepts are important in describing a simulation because changes over time, especially movements and interactions between characters, are so common. A few examples will show how the different temporal operators can be used to describe temporal concepts.

The form of the temporal constraints that are allowed is slightly restricted. A temporal constraint \( C_1 \rightarrow_{o_1} C_2 \rightarrow_{o_2} \cdots \rightarrow_{o_{n-1}} C_n \rightarrow_{o_n} C_{n+1} \) describes a state sequence only if \( C_n \) describes a part of the \textit{current} state. This implies that only one state in the future is described and \( n - 1 \) past states are referred to.

Spatial primitives use a grid, in which each character is located in one square of the grid. Small italicized letters, possibly indexed, are variables. Let \( L(x, y) \) stand for “\( x \) is on the left of \( y \)” and \( R(x, y), U(x, y), D(x, y) \) similarly denote right, up, and down, respectively. \( T(a, r, x, y) \) means that character \( a \) of type \( r \) is at location \( (x, y) \). Type \( r \) is, for instance, ball, wall, ice, water, and so on, and \( a \) is a unique identifier of the character.

**Example 1** The problem is to keep a ball moving to the right. The solution is trivial and similar to a rule-based solution. The visual version is shown in Figure A.1 and the textual one is shown in Figure A.2.
\{T(b, \text{ball}, x_1, y)\} \iff \{T(b, \text{ball}, x_2, y), L(x_1, x_2)\}

**Figure A.2**: Textual solution to Example 1.

![Diagram](image)

**Figure A.3**: Visual representation of the four temporal constraints for Example 2.

\begin{align*}
(1) \quad \{T(b, \text{ball}, x_1, y)\} & \iff \{T(b, \text{ball}, x_2, y), L(x_1, x_2)\} \\
& \iff \{T(b, \text{ball}, x_3, y), L(x_2, x_3)\} \\
(2) \quad \{T(b, \text{ball}, x_1, y)\} & \iff \{T(b, \text{ball}, x_2, y), R(x_1, x_2)\} \\
& \iff \{T(b, \text{ball}, x_3, y), R(x_2, x_3)\} \\
(3) \quad \{T(b, \text{ball}, x, y_1)\} & \iff \{T(b, \text{ball}, x, y_2), U(y_1, y_2)\} \\
& \iff \{T(b, \text{ball}, x, y_3), U(y_2, y_3)\} \\
(4) \quad \{T(b, \text{ball}, x, y_1)\} & \iff \{T(b, \text{ball}, x, y_2), D(y_1, y_2)\} \\
& \iff \{T(b, \text{ball}, x, y_3), D(y_2, y_3)\}
\end{align*}

**Figure A.4**: Textual solution for Example 2.

The textual solution is also provided to make explicit what the visual representation means. The meaning is defined on the textual representation because the algorithm in Cartoonist reasons on the textual representation only.

**Example 2**  What if the ball should keep going in the same direction, independent of the direction? In this case, rules are problematic and require the addition of an explicit feature representing the current direction and whether the ball is moving at all. Temporal constraints solve this problem easily. There is one temporal constraint for each of the four directions, as Figure A.4 shows. One of the four temporal constraints plus information that the temporal constraint applies in all four directions is sufficient to generate the other three temporal constraints because the three additional temporal constraints are different only with respect to symmetries. See Figure A.3 for the visual version of the four temporal constraints.

These temporal constraints represent the concept of impetus. If the ball is initially not moving, then it will not start moving. This is not true for the temporal constraint in
{T(b, ball, x_1, y)} \Rightarrow \{T(b, ball, x_2, y), L(x_1, x_2)\} \\
\Rightarrow \{T(b, ball, x_3, y), L(x_2, x_3)\}

**Figure A.5:** A solution of Example 3.

{\begin{align*}
{T(b, ball, x_1, y)} & \Rightarrow \{T(b, ball, x_2, y), L(x_1, x_2)\} \\
\setminus & \{T(b, ball, x_3, y), L(x_2, x_3)\}
\end{align*}}

**Figure A.6:** A solution for Example 4.

Example 1. In both examples, the operator $\leftrightarrow$ was used, which connects two visible states that follow each other immediately in time.

**Example 3** Examples 1 and 2 can be combined. A ball, once moving in a direction, keeps moving in this direction even if it does not move at each time step.

The solution in Figure A.5 is equivalent to the first one, except that the temporal operator $\Rightarrow$ is used instead of $\leftrightarrow$. The operator $\Rightarrow$ connects two visible states, however, the states are not required to follow each other immediately in time.

The problem with all these solutions is that they cannot deal with more than one ball in parallel because no invisible states are possible. The next example takes care of this problem.

**Example 4** This problem is the same as in Example 2, except that it works for more than one ball.

The solution in Example 2 works with only one ball because the ball has to move in every time step to keep moving. Solutions from either Example 2 or Example 3 can be used and the second temporal operator is replaced with $\setminus$. So, for instance, the temporal constraint in Figure A.6 is a solution.

These examples show clearly that a variety of temporal operators are interesting. The next section will show that these temporal operators can be hidden from the end user by using cartoons instead of the more general temporal constraints.

### A.2 Cartoons as Temporal Constraints

Temporal constraints are a powerful tool to describe a great variety of state sequences. However, they are not easy to understand, and end users cannot be expected to use a set of
different temporal operators. Therefore, a subset of temporal constraints is chosen that is powerful yet can be presented to the end user in a simple form. The concept of a cartoon defines this subset.

As said earlier, a cartoon is a special case of a temporal constraint. The previously introduced three temporal operators already suggest what might be the best definition of a cartoon. What led to the definition below is a superset of the problems presented in Chapter 3.

The goal is to find a simple definition that enables a user to solve many interesting problems. It has to be simple for the end user. That is, the fewer the kinds of temporal operators and the simpler their semantics are, the better. The following definition satisfies these criteria.

**Cartoon:** A *cartoon* is a temporal constraint of the form

\[ C_1 \rightarrow C_2 \rightarrow \cdots \rightarrow C_k \rightarrow C_{k+1}, \]

where \( k \geq 1 \), and \( C_k \) describes the current state.

From now on, ‘\( \rightarrow \)’ will be used for all temporal operators in a cartoon; that is, the above cartoon is normally written as \( C_1 \rightarrow C_2 \rightarrow \cdots \rightarrow C_k \rightarrow C_{k+1} \).

As described earlier, the temporal operator \( \rightarrow \) is defined by the regular expression \( vv \) and \( \rightarrow \) by \( vv^* (v \cup u) \). A cartoon therefore describes a sequence of states \( s_1, s_2, \ldots, s_k, \ldots, s_h \), where all \( s_i \), \( 1 \leq i \leq k \), are visible, all states \( s_j \), \( k < j < h \) are invisible, and \( s_h \) is either visible or invisible. By definition, \( s_k \) is the current state, and thus \( s_1, \ldots, s_{k-1} \) are past states following each other immediately in time.

The constraints \( C_1, \ldots, C_k \) can be viewed as the condition referring to the current state and an arbitrarily long sequence of past states. \( C_{k+1} \) describes the immediately following state in the future. Since the operator between \( C_k \) and \( C_{k+1} \) is described by the regular expression \( vv^* (v \cup u) \), the constraint \( C_{k+1} \) describes parts of a set of parallel actions. Depending on the present and past states, cartoons describe parts of a mapping from the current to the next state consisting of a set of parallel actions that are executed sequentially. A detailed discussion of the different kinds of parallelism, including the “sequential parallelism” used by Cartoonist, can be found in Chapter 4.
A.3 Subsumption Architectures

Brooks has proposed a computational model, called the subsumption architecture, that is well suited for situated action [10]. The subsumption architecture is based on the idea that in intelligent, situated, and embodied agents such as robots, reasoning and explicit representations of the world should be replaced by descriptions of behavior. This is quite different from the more conventional view, which explains behavior as being caused by the interpretation of an internal and external representation by a reasoning engine.

One of the key features of the subsumption architecture is a network of behaviors (or computations) that can inhibit each other. Possible behaviors of a robot are, ordered from low to high level: avoid objects, follow walls, explore the environment, identify objects, and so on. Each of these behaviors has direct access to the sensors and the actuators of the robot. However, higher-level behaviors have access to the internal states of the lower-level behaviors and can suppress or modify their output. There is no hierarchy in the sense of goal/subgoal, but the computations can be combined if they are compatible.

As long as the high-level behavior “identify object” does not become active or is consistent with the lower-level behavior “follow wall,” the robot may follow a wall. The two behaviors may even be combined if both behaviors are triggered by the sensors.

In Cartoonist, behavior is combined similar to the robot’s subsumption architecture. It accounts for the flexible refinement of already existing behavior, as in the original subsumption architecture, and therefore I have chosen to use the same name for Cartoonist’s architecture.

A.4 Preference Scheme

The preference scheme consisting of a dynamic and static preference is defined for cartoons. The discussion of the preference is again kept at a general level to provide insights for possible extensions of the Cartoonist framework in the future.

Cartoons are organized by a preference relation $\succ$. The static part of this relation is defined by the user, the creator of the cartoons; the dynamic part is dependent on how the cartoon describes a state sequence.

After the necessary characteristics of the preference relation are motivated, the relation is defined for the general case of a temporal constraint. Then, it is specialized for cartoons, which leads to a simple definition of the preference relation.
A.4. PREFERENCE SCHEME

A.4.1 Necessary Characteristics

A cartoon instance is a cartoon that is associated with a state sequence, which is described by an initial sequence of constraints of the cartoon. The definition for the preference relation \( \succ \) must have following characteristics ordered with respect to their priorities.

1. The user overrides any dynamic preference scheme.

2. The user should state preferences between pairs of cartoons and should not be required to completely order all the cartoons.

3. A cartoon instance is more important the longer its past is, that is, the more past states it describes.

4. A cartoon instance is more important the farther into the future it looks, that is, the more future states it describes.

The first item of the list requires that the system must not change the user’s preference scheme, whatever it uses internally to break ties. This is accomplished by the definition of \( \succ \) by considering only the dynamic preference if the static preference is not decisive.

Item (2) suggests a partial preference relation between cartoon instances and not an ordered, linear list, as in ChemTrains or ScienceShows. Most of the time only a few cartoons interact, and this should not require the user to order all of the cartoons in one list. Using a partial order, groups of cartoons can be ordered flexibly and locally. A total order is, of course, still possible; however, it is not required. By default, cartoons are not ordered. Preferences can be added on demand. This is rarely necessary, as the examples in Chapter 1 show.

The third and fourth requirements are based on the analysis of a more complicated version of cartoons than defined here applied to the Towers of Hanoi example. The idea is that a cartoon can be viewed as a procedure that is invoked in a state \( s \), if the first constraint of the cartoon is consistent with \( s \). The cartoon “returns” if its last constraint describes a state. This suggests the third and fourth requirement which will be discussed in more detail after the preference relation has been defined.

A.4.2 Formal Definition

**Static Preference Relation** \( \succ_s \): The static preference is defined by the user by explicitly stating with \( \alpha \succ_s \beta \) that cartoon \( \alpha \) is statically preferred over cartoon \( \beta \). Let \( \sigma \) and
$\mu$ be variable substitutions. For the instances $\alpha^\sigma$ and $\beta^\mu$ of these cartoons this means that

$$\alpha^\sigma \succ_s \beta^\mu \equiv \alpha \succ_s \beta$$

Two cartoon instances are statically indifferent, $\alpha^\sigma \sim_s \beta^\mu$, if the user has not added a preference relation between the two cartoons $\alpha$ and $\beta$.

$$\alpha^\sigma \sim_s \beta^\mu \equiv \neg(\alpha \succ_s \beta \lor \beta \succ_s \alpha)$$

The definition of the dynamic preference between two cartoons requires a few preliminary notational definitions. Let $s^a_\alpha$ and $s^\sigma_\alpha$ be the first and last states, respectively, described by the cartoon instance $\alpha^\sigma$, where $\alpha$ is the constraint $C_1 \rightarrow \cdots \rightarrow C_i \rightarrow \cdots \rightarrow C_k$. (In $s^a_\alpha$ the $\alpha$ returns to the cartoon and the index $a$ refers to the first state whereas in $s^\sigma_\alpha$ $z$ refers to the last state. Further assume that $C_i$ describes $s^\sigma_\alpha$ and the current state is $s$. By definition, $C_1$ describes $s^a_\alpha$. The time of a state $s$ is denoted by $t(s)$, and it follows from the definition of $s$, $s^a_\alpha$, and $s^\sigma_\alpha$ that $t(s^a_\alpha) \leq t(s^\sigma_\alpha) \leq t(s)$.

Function $\Delta(\gamma)$ computes the minimal number of visual states that are described by $\gamma$, which is a suffix of a cartoon. A suffix of a cartoon $C_1 \rightarrow \cdots \rightarrow C_k$ is a cartoon $C_i \rightarrow \cdots \rightarrow C_k$ where $j \geq 1$. Assume that the current state is consistent with the first constraint in $\gamma$ and $t$ is the current time. Then, $t + \Delta(\gamma) - 1$ is the earliest point in time at which the cartoon describes a state sequence leading to a vote.

$\Delta(\gamma)$ returns the length of the minimal number of visible states in the shortest possible state sequence described by the suffix of a temporal constraint $\gamma$, assuming that the last state in the sequence must be visible. The latter condition is required because $\gamma$ is a cartoon suffix; that is, the last constraint in $\gamma$ describes the last state of a state sequence. For instance, $\Delta(C_1 \Rightarrow C_2 \Rightarrow C_3 \setminus C_4) = 3$ since $C_2$ and $C_3$ describe possibly the same state and $C_4$ must describe a visible state.

$\Delta$ is simplified considerably for the case of a cartoon. Furthermore, since $\Delta$ has only to computed for voters and not any cartoon instance, $\Delta$ reduces to 1 as will be shown in Section A.4.4.

This can also be seen by looking at the definitions of the temporal operators. The languages associated with the operators are $vv$ for $\nrightarrow$, $vv^*$ for $\Rightarrow$, and $vv^*(v \cup u)$ for $\setminus$. The $v^*$ can be ignored because $\Delta$ returns the minimal length. For $C_1 \Rightarrow C_2 \Rightarrow C_3 \setminus C_4$ we therefore get the minimal language $vv(v \cup u)$, which contains at least three $v$'s. Therefore, $\Delta(C_1 \Rightarrow C_2 \Rightarrow C_3 \setminus C_4)$ must be three, also.
A.4. PREFERENCE SCHEME

The dynamic preference is defined such that a cartoon instance is preferred if it describes a state sequence that starts earlier or, with lower priority, ends later.

**Dynamic Preference Relation $\succ_d$:** Dynamic preference is the relation that a cartoon instance $\alpha^\sigma$ is preferred over another cartoon instance $\beta^\mu$; that is, $\alpha^\sigma \succ_d \beta^\mu$, is defined as

$$
\alpha^\sigma \succ_d \beta^\mu \equiv t(s^\alpha_a) < t(s^\beta_a) \lor \\
(t(s^\alpha_a) = t(s^\beta_a) \land \\
\Delta(C_{i_\alpha} \rightarrow \cdots \rightarrow C_{k_\alpha}) > \Delta(C_{i_\beta} \rightarrow \cdots \rightarrow C_{k_\beta}))
$$

The cartoon instances $\alpha^\sigma$ and $\beta^\mu$ are dynamically indifferent, $\alpha^\sigma \sim_d \beta^\mu$, if the state sequences both start and end at the same time.

$$
\alpha^\sigma \sim_d \beta^\mu \equiv t(s^\alpha_a) = t(s^\beta_a) \land \Delta(C_{i_\alpha} \rightarrow \cdots \rightarrow C_{k_\alpha}) = \Delta(C_{i_\beta} \rightarrow \cdots \rightarrow C_{k_\beta})
$$

Finally, the main preference relation can be defined as a function of the static and the dynamic preference.

**Preference Relation $\succ$:** The preference relation $\succ$ holds between any two cartoon instances $\alpha^\sigma$ and $\beta^\mu$ and consists of a static preference $\succ_s$ and a dynamic preference $\succ_d$. A cartoon instance $\alpha^\sigma$ is preferred over a cartoon instance $\beta^\mu$ if $\alpha^\sigma \succ \beta^\mu$, which is defined as

$$
\alpha^\sigma \succ \beta^\mu \equiv \alpha^\sigma \succ_s \beta^\mu \lor (\alpha^\sigma \sim_s \beta^\mu \land \alpha^\sigma \succ_d \beta^\mu)
$$

Two cartoon instances are indifferent with respect to the preference relation $\succ$ if neither of the instances is preferred over the other; that is,

$$
\alpha^\sigma \sim \beta^\mu \equiv \neg(\alpha^\sigma \succ \beta^\mu \lor \beta^\mu \succ \alpha^\sigma)
$$

A.4.3 Discussion of the Preference Relations

The preference relation was defined to have the four necessary characteristics. The first two requirements, that the user overrides any dynamic preference scheme and has to order them only partially, are trivially satisfied. The other two, reiterated below, are discussed in more detail.
APPENDIX A. A MORE GENERAL TREATMENT OF TEMPORAL CONSTRAINTS

(3) A cartoon instance is more important the longer its past is, that is, the more past states it describes.

(4) A cartoon instance is more important the farther into the future it looks, that is, the more future states it describes.

Items (3) and (4) are implemented by the dynamic preference relation. Assume that $t_a^\alpha$ is the time of the first state in cartoon instance $\alpha^\sigma$ and $t_z^\beta$ is the time of the earliest last state as, described by function $\Delta$ in Section A.4.2. Let $t_a^\beta$ and $t_z^\beta$ be the corresponding times for cartoon instance $\beta^\mu$, and finally, let $t$ denote the time of the current state.

Assume that cartoons $\alpha$ and $\beta$ are statically indifferent, that is, $\alpha \sim_s \beta$. There are three cases to consider for the discussion of the dynamic preference relation $\succ_d$.

$t_a^\alpha < t_a^\beta$: In this case, cartoon instance $\alpha^\sigma$ is preferred over $\beta^\mu$. At time $t_a^\alpha$ instance $\alpha^\sigma$ was initialized. $t_a^\beta - t_a^\alpha$ time steps later, instance $\beta^\mu$ was created. There is no reason why $\beta^\mu$ should interrupt a process described by $\alpha^\sigma$. An interruption would be acceptable only if $\beta^\mu$ was statically preferred over $\alpha^\sigma$.

$t_a^\alpha = t_a^\beta \land t_z^\alpha > t_z^\beta$: Again, $\alpha^\sigma$ is preferred over $\beta^\mu$. A cartoon instance with a larger $t_z$ is to be preferred because it promises to be of greater use in the future. Assume that $t_z^\beta - t = 1$ and $t_z^\sigma - \delta t > 1$. After $\beta^\mu$ has been used to reach the next state at time $t + 1$, $\beta^\mu$ is possibly thrown out and of no further use. This is not true for $\alpha^\sigma$ because it still can be used for at least one more state. Furthermore, its history has grown and it therefore has become more important with respect to item (3) in the previous list.

$t_a^\alpha = t_a^\beta \land t_z^\alpha = t_z^\beta$: Currently, there is no further tie breaker for this situation and the two cartoon instances are indifferent. In this case, a cartoon instance is selected at random.

A.4.4 Preference Relation for Cartoons

The only difference between cartoons and temporal constraints relevant to the preference relation is concerned with the last two constraints of a cartoon, which are always of the form $C_k \searrow C_{k+1}$. $t_z - t = 1$ has the same value for every cartoon instance and can therefore be ignored. The definition of $\alpha^\sigma \succ_d \beta^\mu$ reduces to $t_a^\alpha < t_a^\beta$, leading to following definition of the preference relation.

$$\alpha^\sigma \succ \beta^\mu \equiv \alpha \succ_s \beta \lor (\alpha \sim_d \beta \land t_a^\alpha < t_a^\beta)$$
A cartoon instance is preferable if the associated cartoon is preferable or, if this is not conclusive, if the instance is older. Two cartoons are indifferent if $\alpha \sim_\ell \beta$ and $t^\alpha_\ell = t^\beta_\ell$.

For a voter $\alpha^\sigma$, $t^\alpha_\ell$ is $t - k_\alpha + 2$, where $k_\alpha$ is the number of constraints in $\alpha = C_1 \rightarrow \cdots \rightarrow C_k$.

Thus, the preference relation between cartoon instances can be further simplified to

$$\alpha^\sigma \succ \beta^\mu \equiv \alpha \succ s \beta \lor (\alpha \sim_\ell \beta \land k_\alpha > k_\beta)$$

This shows that the preference between two voters can be completely determined from their cartoons. This is not the case for the more general case of temporal constraints.

A.5 Subsumption Hierarchy of Cartoons

Cartoons are sometimes preferred over each other, but this does not imply that they are not consistent with each other. Because a cartoon's second to last constraint $C_k$ must describe parts of the current state $s_k$, a cartoon $C_1 \rightarrow \cdots \rightarrow C_k \rightarrow C_{k+1}$ describes a state tree of the form shown in Figure A.7.

A cartoon instance is a cartoon that is associated with a state sequence, which is described by an initial sequence of constraints of the cartoon. The states $s_1, s_2, \ldots, s_{k-1}$ have exactly one child, and state $s_k$ has $l$ children, where $l$ is the number of successor states of $s_k$ that are consistent with $C_{k+1}$. Of course, $l$ is at most the number of actions possible in the current state $s_k$. Let $\alpha^\sigma(s)$ be the set of children of $s$ that are described by $\alpha^{\sigma',\sigma}$, that is, by a specialization of the cartoon instance $\alpha^\sigma$.

Consistency of Two Cartoon Instances: Two cartoon instances $\alpha^\sigma$ and $\beta^\mu$ are consistent in state $s$ if they have at least one possible future state in common, that is, if
\( I(s, \alpha^\sigma, \beta^\mu) \) holds, which is defined as follows.

\[
I(s, \alpha^\sigma, \beta^\mu) \equiv \alpha^\sigma(s) \cap \beta^\mu(s) \neq \emptyset
\]

This definition can now easily be extended to a set of cartoon instances by making sure that all the instances are pairwise consistent.

**Consistency of a Set of Cartoon Instances:** A set \( I = \{\alpha_1^\sigma, \ldots, \alpha_k^\sigma\} \) of cartoon instances is consistent in state \( s \), if the instances are pairwise consistent, that is, if for each \( i, j \) such that \( 1 \leq i < j \leq k \), \( I(s, \alpha_i^\sigma, \alpha_j^\sigma) \) holds. This is expressed by \( I(s, I) \).

Although the cartoon instances have to be pairwise consistent, testing a set for consistency can be done quite quickly if the intersection of all instances is stored. Assume that \( I(s, \{\alpha_1^\sigma, \ldots, \alpha_k^\sigma\}) \) and that \( A \) is the intersection of all these instances, that is, \( A = \bigcap_{i=1}^k \alpha_i^\sigma(s) \). Then, \( I(s, \{\alpha_1^\sigma, \ldots, \alpha_k^\sigma, \alpha_{k+1}^\sigma\}) \) holds if \( A \cap \alpha_{k+1}^\sigma \neq \emptyset \).

In general, it does not make sense to say that two cartoons are consistent because it depends on which past and present states they describe; that is, they depend on the variable binding. The consistency predicate \( I \) can now be used to check whether cartoon instances can be subsumed.

Quite often several actions can be executed, leading to a state described by the same cartoon instance. Instead of picking one of the actions randomly, cartoon instances can be subsumed to reduce the number of possible actions and to improve the importance of some of the actions.

### A.5.1 Subsumption Conditions

Cartoon subsumption is based on the idea that more than one cartoon can suggest the same action. The action is chosen that gets the “best” votes. Then, one of the set of best actions is chosen randomly and with it the associated state, which will then become the new current state. To simplify the notation for cartoon instances, \( v_i \) will be used instead of \( \alpha_i^\sigma \). The possible successors of the current state \( s \) are \( s_1, s_2, \ldots, s_m \). Pairs of the form \( \langle s_i; v_1, \ldots, v_n \rangle \) are associated with each possible future state \( s_i \), where the \( v_j \)'s are the cartoon instances with \( s_i \) as last state. A cartoon instance \( v_i \) is preferred over another instance \( v_j \) if \( v_i \triangleright v_j \).

The concept of a voter is defined next. A voter is comparable to an instance of a rewrite rule. Whereas the rule instance is used to execute certain actions, a voter is used to vote for a certain state.
VOTER: A voter \( v \) is a cartoon instance in which the state \( s \) is consistent with the last constraint of the cartoon. It is said that \( v \) votes for \( s \).

Several cartoon instances may vote for the same state. This group of cartoon instances is called the supporter of a state and is defined as follows.

SUPPORTER: A supporter of a state \( s \) is a pair of the form

\[
\langle s; v_1, v_2, \ldots, v_k \rangle,
\]

where \( v_1, \ldots, v_k \) is a list of a maximally consistent set of voters of \( s \), sorted according to the preference relation \( \succ \).

To state all the conditions on superimposed cartoon instances, the following notation is used.

\[
r \equiv \langle s; v_1, v_2, \ldots, v_k \rangle = \langle s; I \rangle
\]

The voters in \( r \) are ordered according to their preferences. The conditions that hold on this order are then

\[
\forall i, 1 \leq i < k. \neg(v_{i+1} \succ v_i)
\]

or equivalently

\[
\forall v_i, v_j \in I. v_i \succ v_j \implies i < j
\]

A maximally consistent set of voters contains as many voters as possible under the constraint that all these voters must be pairwise consistent. The following definition defines the set by asserting that it is consistent and no other voter for the same state can be added to the set without making the set inconsistent.

Maximally Consistent Set of Voters: Let \( V \) be the set of all voters for state \( s \). A consistent subset \( V' \) of \( V \) exists such that \( V' \subseteq V \) and \( I(V') \). The set \( V' \) is maximal with respect to \( V \) and \( I \) if there is no other set \( V'' \subseteq V \) that is consistent and \( V' \subset V'' \). (Note that \( V' \subset V'' \implies V' \neq V'' \), where \( \implies \) stand for "implies." ) Formally, \( V' \) is a maximally consistent subset of \( V \) if

\[
V' \subseteq V \land I(V') \land \neg \exists V''. V'' \subseteq V \land I(V'') \land V' \subset V''
\]
Because all the voters for a state $s$ vote for the same state $s$, they are all consistent. Therefore, the set of all voters for a state $s$ is always maximally consistent.

Finally, the preference relation between voters can be extended to supporters. A supporter $r_i$ is preferred over a supporter $r_j$, if $r_i$'s voters are preferred over $r_j$'s voters, that is, if $r_i \supset r_j$, which is defined by

$$r_i \supset r_j \equiv v_{i_1}^{i_1}, \ldots, v_{i_h}^{i_h} \supset v_{j_1}^{j_1}, \ldots, v_{j_k}^{j_k} \equiv \exists l, l \leq h. \forall m, m < l. v_m^{i_l} \sim v_m^{j_l} \land (k < l \lor v_l^{i_l} \supset v_l^{j_l})$$

The latter expression can be analyzed as to expressions each dealing with one of the two possible cases. The first expression shown below is used when the voters in $r_j$ are just as good as in $r_i$ but there are fewer voters in $r_j$ than in $r_i$.

$$\exists l, l \leq h. \forall m, m < l. v_m^{i_l} \sim v_m^{j_l} \land k < l$$

The next expression takes care of the case where the first $l-1$ voters are pairwise indifferent and the $l^{th}$ voter makes the difference:

$$\exists l, l \leq h. \forall m, m < l. v_m^{i_l} \sim v_m^{j_l} \land v_l^{i_l} \supset v_l^{j_l}$$

Computing the states associated with the best supporters is simple, as shown by the function SUBSUMPTION in Figure A.8. It takes the current state $s$ and the set $A$ of possible actions in $s$ as parameters and returns the set of best successor states of $s$. Two cartoon instances that end in one of the successor states of $s$ are consistent if they end in the same state. Therefore, iterating over the successor states of $s$ and collecting the supporters for each state assures that for each state the voters $v_1, \ldots, v_k$ are maximally consistent because all the cartoon instances are voters.

A possible extension of the voting mechanism could include the use of cartoon instances than are no voters (according to the current definition of a voter).

**A.5.2 Avoiding Combinatorial Explosion with Cartoon Subsumption**

Given are two cartoons $\alpha = C_1^\alpha \rightarrow C_2^\alpha$ and $\beta = C_1^\beta \rightarrow C_2^\beta$. Assume that $C_1^\alpha \supset C_1^\beta$ and $C_2^\alpha \supset C_2^\beta$; that is, the constraints in $\alpha$ imply the constraints in $\beta$. Then $\alpha$ will always suggest a subset of the actions that are suggested by $\beta$. Formally, this means

$$(C_1^\alpha \supset C_1^\beta \land C_2^\alpha \supset C_2^\beta) \supset \forall s. \forall \alpha^\sigma \text{ voting for } s. \exists \beta^\mu \text{ voting for } s,$$

or

$$(C_1^\alpha \supset C_1^\beta \land C_2^\alpha \supset C_2^\beta) \supset \forall s. \forall \alpha^\sigma \exists \beta^\mu. \alpha^\sigma(s) \subseteq \beta^\mu(s)$$
This means that $\alpha$ is a special case of $\beta$. If a state gets a vote from $\alpha$ then it will certainly also get one from $\beta$, thus getting two votes. Therefore, a state that gets a vote from $\alpha$ has a better chance of being chosen than one that gets a vote from $\beta$ only.

This effect can also be accomplished in a rule-based system with rule ordering. However, using cartoons opens the door to more possibilities. First, if there are just pairs of cartoons that interact with each other, as shown above, no rule ordering is necessary. Second, choosing the state that gets the most votes is not possible in rule-based systems but can be of great value in some cases.

Let $\mathcal{R}$ be the set or rules $\{r_1, \ldots, r_m\}$ and let $\mathcal{C}$ be the set of cartoons $\{\alpha_1, \ldots, \alpha_n\}$, where $\alpha_1 = C_{i,1} \rightarrow C_{i,2}$. There are $2^n$ possible conditions because the conjunction of the conditions in any subset of $\{C_{1,1}, \ldots, C_{n,1}\}$ is a potential condition. Furthermore, each combination can choose from up to $m$ actions. Therefore, $m$ rules and $n$ cartoons can require up to $m \cdot 2^n$ rules in a purely rule-based system. However, this case is not to be expected in practical applications.

**A.6 Summary**

In the subsumption-like architecture of Cartoonist, cartoons can be combined to describe complex behaviors. Although it makes sense to think of Cartoonist’s subsumption mechanism as combining the cartoons, the realization of this idea is done rather different. Cartoons vote for certain states. The voters are organized into consistent groups. The state with the best support, that is, with the best group of voters, is selected.
Voters generated by cartoons describe state sequences that differ in the last state only, which makes finding the maximally consistent sets simple. This is a further advantage of the very definition of a cartoon.