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Abstract

Lower bounds are derived on the number of comparisons to solve several well-known selection problems. Among the problems are: finding the $t$ largest elements of a given set, in order ($W_t$); finding the $s$ smallest and $t$ largest elements, in order ($W_{s,t}$); and finding the $t^{th}$ largest element ($V_t$). The results follow from bounds for more general selection problems, where an arbitrary partial order is given. The bounds for $W_t$ and $V_t$ generalize to the case where comparisons between linear functions of the input are allowed.

The approach is to show a comparison tree for a selection problem contains a number of trees for smaller problems, thus establishing a lower bound on the number of leaves. An equivalent approach uses an adversary, based on a numerical "chaos" function that measures the number of unknown relations.
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1. Introduction

The discovery of a linear median-finding algorithm [BFPRT] sparked an interest in determining the exact complexity of selection problems [H,Kir,PY,SPP,Yap]. This paper derives lower bounds for a number of well-known selection problems, using one basic technique.

To define the problems, consider a linear ordered set, e.g., \( \{1,\ldots,n\} \). A permutation of the set, \( (e_1,\ldots,e_n) \), is given. The problem is to find certain elements, by comparing elements \( e_i \) and \( e_j \). For example, the \( W_t \) problem is to find the \( t \) largest elements, in order. (Thus for \( t = n \), the problem is to sort the input permutation.) Other problems are:

- \( V_t \) -- Find the \( t \)th largest element. (For \( t = \lceil n/2 \rceil \), the problem is to find the median.)

- \( U_t \) -- Find the \( t \) largest elements, as a set. (For \( t = \lfloor kn/100 \rfloor \), the problem is to find the elements in the upper \( k \) percentiles.)

- \( W_{s,t} \) -- Find the \( s \) smallest and \( t \) largest elements, in order. (For \( s = t = 1 \), the problem is to find the maximum and the minimum.)

We investigate the worst-case number of comparisons needed to solve selection problems. For this, the function \( W_t(n) \) is defined as the number of comparisons needed to find the \( t \) largest elements; similar functions are used for the other selection problems. (Occasionally, we use \( W_t(n) \) to refer to the \( W_t \) problem on \( n \) elements; no confusion results from this.)
We also investigate two variations of the basic selection problems. In the first variation, in addition to the input permutation \((e_1, \ldots, e_n)\), we are given a partial order \(P\) of known relations on elements \(e_i\). The functions \(W_t(P)\), etc., denote the number of comparisons to solve these problems.

In the second variation, the input is a vector of real numbers \((e_1, \ldots, e_n)\); comparisons between arbitrary linear functions of the input are allowed. The functions \(W^*_t(n)\), etc., denote the number of comparisons to solve these problems.

We present lower bounds that are currently the best known for the following functions: \(W_t(n), W_t(P), W^*_t(n), W_{s,t}(n), W_{s,t}(P), V_t(P), V^*_t(n), U_t(P), U^*_t(n)\). The basic method is to show that a comparison tree for a selection problem (e.g., \(W_t(n)\)) contains a number of comparison trees for a simpler selection problem (e.g., \(W_t(n-t+1)\)). An alternate formulation uses an adversary.

2. Element-to-Element Comparisons

This section derives a lower bound for \(W_t(n)\), by means of comparison trees. An equivalent analysis based on an adversary is given. The adversary is then applied to the \(n\) and \(P\) versions of \(V_t, U_t,\) and \(W_{s,t}\).

An algorithm for a selection problem can be represented by a labelled binary tree called a comparison tree. Each interior node has a label, \(i:j\); this represents a comparison made by the algorithm between elements \(e_i\) and \(e_j\). If \(e_i < e_j\), the algorithm's subsequent comparisons are represented in the node's left
subtree; otherwise, \( e_i > e_j \) (since the input elements are assumed distinct), and subsequent comparisons are represented in the node's right subtree. Each leaf node is labelled with the appropriate answer to the problem; e.g., for \( W_t \), a leaf lists the indices of the \( t \) largest elements, in order. Figure 1 shows a comparison tree for \( W_2(4) \). The height of a comparison tree is the (worst case) number of comparisons used by the algorithm.

A node in a comparison tree is \emph{feasible} if some input permutation leads to it. Throughout the discussion we assume comparison trees contain only feasible nodes. This does not restrict the generality of the results: It is easy to see infeasible nodes can be eliminated without increasing the height of the tree. So a lower bound on the height of a tree with all nodes feasible holds in general.

We first examine comparison trees for \( W_1 \). These trees find the maximum element.

**Lemma 1:** A comparison tree for \( W_1(n) \) has at least \( 2^{n-1} \) leaves.

**Proof:** In a sequence of comparisons that determines the maximum element, every non-maximum element compares low at least once. Thus at least \( n-1 \) comparisons are needed. So any path in the comparison tree from the root to a leaf contains at least \( n-1 \) interior nodes. If all paths to leaves contain exactly \( n-1 \) interior nodes, there are \( 2^{n-1} \) leaves; otherwise there are more. \( \square \)

Now we analyze \( W_t \) by showing a comparison tree for \( W_t(n) \) "contains" a large number of comparison trees for \( W_1(n-t+1) \).
Theorem 1: For any \( t, n \), where \( 1 \leq t \leq n \),
\[
W_t(n) \geq n - t + \lfloor \lg n(n-1)...(n-t+2) \rfloor.
\]

Proof: Let \( T \) be a comparison tree for \( W_t(n) \). A leaf in \( T \) lists the indices of the \( t \) largest elements. We show every sequence of \( t-1 \) indices is listed in at least \( 2^{n-t} \) leaves as the indices of the \( t-1 \) largest elements. This implies the Theorem. For there are \( n(n-1)...(n-t+2) \) sequences of indices, whence at least \( n(n-1)...(n-t+2)2^{n-t} \) leaves. Any binary tree with \( \lambda \) leaves has height at least \( \lfloor \lg \lambda \rfloor \). This gives a lower bound on the height of \( T \), which is the desired bound on \( W_t(n) \).

So fix a sequence of \( t-1 \) indices. For ease of notation, let the sequence be \( n, n-1, ..., n-t+2 \). Imagine these are the indices of the \( t-1 \) largest elements (in order), i.e., for any \( i, j, n-t+2 \leq i \leq n, 1 \leq j \leq n \), if \( i > j \) then \( e_i > e_j \). Prune \( T \) to a tree \( S \), using these relations. Specifically, suppose a node \( x \) compares some \( e_i, n-t+2 \leq i \leq n \). One of the above relations gives the outcome of the comparison. Replace \( x \) by the son for the appropriate outcome. (This eliminates \( x \) and one of its subtrees.) \( S \) results from making all such replacements. For example, Figure 2 shows \( S \) if \( T \) is the tree of Figure 1, and the sequence of largest indices is 4.

Now we examine \( S \). Let \( \varepsilon \) be a permutation of \( 1, ..., n-t+1 \), \( \varepsilon = (e_1, ..., e_{n-t+1}) \). Form \( f \), a permutation of \( 1, ..., n \), by making \( n, ..., n-t+2 \) the indices of the \( t-1 \) largest elements, i.e.,

* Throughout this paper, "\( \lg \)" denotes logarithm to the base 2.
$f = (e_1, \ldots, e_{n-t+1}, n-t+2, \ldots, n)$. It is easy to see $\tilde{g}$ leads to the same leaf in $S$ as $\tilde{f}$ leads to in $T$.

This implies a leaf in $S$ lists $n, \ldots, n-t+2$ as the $t-1$ largest indices. So the Theorem follows if we show $S$ has at least $2^{n-t}$ leaves. A leaf lists the index of the $t^{th}$ largest element of $f$. This is the index of the largest element of $\tilde{g}$. So $S$ (with a minor modification of labels) is a comparison tree that finds the maximum of $n-t+1$ elements. Now Lemma 1 shows $S$ has $2^{n-t}$ leaves. \(\square\)

Let $w_t(n)$ be the bound of Theorem 1, $w_t(n) = n - t + \lfloor \lg n(n-1) \ldots (n-t+2) \rfloor$. Now we examine its accuracy.

**Corollary 1:** For any $t, n, 2 \leq t \leq n$,

(a) $w_t(n) \leq W_t(n) \leq w_t(n) + t - 2;

(b) for $n \geq 2^{\lfloor \lg n \rfloor} - \frac{1}{t-1} + t - 2$, $W_t(n) = w_t(n)$.

**Proof:** The algorithm of repeated tree selection [Kis; Kn, p.212] shows $W_t(n) \leq n - t + \sum_{i=n-t+2}^{n} \lfloor \lg i \rfloor$. To get $w_t(n)$ from this upper bound, we just change $\sum_{i=n-t+2}^{n} \lfloor \lg i \rfloor$ to $\left\lfloor \sum_{i=n-t+2}^{n} \lg i \right\rfloor$.

For (a), note the definition of $\lfloor \rfloor$ guarantees this change decreases the value at most $t-2$. For (b), note if the condition on $n$ is true, there is no change in value. \(\square\)

Part (a) shows $w_t(n)$ is exact for $t=2$; it is obviously exact for $t=1$. (This result was obtained previously by Kislitsyn [Kis].) The hypothesis of (b) holds when $n$ is a sufficiently large power of $2$. Thus for any $t$, $w_t(n)$ is exact for infinitely many
values of \( n \). However it is not always exact. For example, \( W_n(n) \)
is the information-theoretic bound on sorting, and so is off by 1 for \( n=12 \) [W;Kn,pp.188-193]. Also it can be shown \( W_3(6)=9 \), whereas \( w_3(6)=8 \) [M]. Nonetheless, the gap of \( t=2 \) given by part (a) does improve the previous gap of over \((t-1)^2 \) [PY].

Now we express the derivation of Theorem 1 in terms of an adversary, and then apply the adversary to other selection problems. We could obtain the same results by arguments similar to Theorem 1 [FG]. We use the adversary for convenience and because of possible improvements it suggests.

The adversary is based on a function called "chaos" that measures the relevant information unknown to the algorithm. We represent the information known to the algorithm by a partial order \( P \) on elements \( e_1, \ldots, e_n \). \( P \) contains all relations \( e_i > e_j \) that have been indicated by comparisons. For example, Figure 3 is the Hasse diagram of \( P \) when the leftmost interior node of Figure 1 (labelled 4:2) is reached. In Figure 3, a downward edge from \( i \) to \( j \) denotes \( e_i > e_j \).

An element \( e \) is maximal in \( P \) if there is no element \( f, f > e \). The function \( m(P) \) gives the number of maximal elements in \( P \). In Figure 3, \( m(P) = 1 \).

Next we define the orders that are "consistent" with \( P \). Let \( \alpha \) be a 1-1 assignment, defined on some subset of \( \{e_1, \ldots, e_n\} \) with values in \( \{1, \ldots, n\} \). Call \( \alpha \) consistent with \( P \) if it can be extended to a 1-1 assignment \( \tilde{\alpha} \), defined on all of \( \{e_1, \ldots, e_n\} \) with values \( \{1, \ldots, n\} \), such that \( e > f \) implies \( \tilde{\alpha}(e) > \tilde{\alpha}(f) \). The set \( A_k(P) \) contains all consistent assignments defined on \( k \) elements of \( \{e_1, \ldots, e_n\} \), with values \( \{n, n-1, \ldots, n-k+1\} \). Also, let \( a \cdot P \) denote
the partial order formed by removing all elements that $a$ is defined on. In Figure 3, if $a(e_1) = 4$, $a(e_4) = 3$ and $a(e_2) = 2$, then $a \in A_3(P)$, and $a \cdot P$ contains the single element $e_3$.

Now define the chaos in $P$ as

$$C_t(P) = \sum_{a \in A_{t-1}(P)} 2^{m(a \cdot P) - 1},$$

where $t$ is an integer in $1 \leq t \leq n$. The term $2^{m(a \cdot P) - 1}$ is the number of leaves in a comparison tree that finds the $t^{th}$ largest element, given $P$ and the $t-1$ largest elements specified by $a$. Hence $C_t(P)$ corresponds to our bound on the number of leaves in a comparison tree. For example, in a partial order $P_0$ containing no relations, the chaos is maximum; each of $n(n-1)...(n-t+2)$ possible assignments is consistent, so

(1) $$C_t(P_0) = n(n-1)...(n-t+2)2^{n-t}.$$  

The chaos is minimum in a partial order $P_f$ where the $t$ largest elements are known (see Figure 4); here

(2) $$C_t(P_f) = 1.$$  

By convention if $P$ is not a partial order, $C_t(P) = 0$.

A basic fact is that total chaos does not decrease when a comparison is made. More precisely, suppose elements $e$ and $f$ are compared. Let $P$ be the partial order before the comparison. Define $P_>$ as the order $P$ with the relation $e > f$ added. (Note $P_>$ is a partial order, unless $e > f$ introduces a cycle.) Define $P_<$ similarly.
Lemma 2: \( C_{t}(P) \leq C_{t}(P_{>}) + C_{t}(P_{<}) \).

Proof: If only one of \( P_{>}, P_{<} \) is a partial order, say \( P_{>} \), then it is easy to see \( C_{t}(P_{>}) = C_{t}(P) \) and the Lemma holds. So assume both \( P_{>} \) and \( P_{<} \) are partial orders. Consider any \( a \in A_{t-1}(P) \). We will show

\[
2^{m(a \cdot P)} \leq 2^{m(a \cdot P_{>})} + 2^{m(a \cdot P_{<})}.
\]

(If \( a \) is not consistent with \( P_{>} \) then \( 2^{m(a \cdot P_{>})} \) is \( 0 \), by convention; similarly for \( P_{<} \).) Inequality (3) suffices to prove the Lemma, since multiplying by \( 2^{-1} \) and summing over all \( a \in A_{t-1}(P) \) gives the desired inequality.

To show (3), first suppose \( a \) is consistent with only one outcome, say \( e > f \). Then \( a(e) \) is defined, \( e \) is not in \( a \cdot P, a \cdot P_{>} = a \cdot P \), and (3) follows.

Next suppose \( a \) is consistent with both outcomes. The relation \( e > f \) can decrease the number of maximal elements in \( a \cdot P \) by at most 1, i.e., \( m(a \cdot P_{>}) \geq m(a \cdot P) - 1 \). Similarly \( m(a \cdot P_{<}) \geq m(a \cdot P) - 1 \). These two inequalities imply (3).

This non-decreasing property of chaos is the basis for our adversary. (An adversary, also called an oracle, is a rule specifying the outcome of a comparison. It tries to force the algorithm to make a large number of comparisons.) Suppose the partial order \( P \) represents the relations known, and the algorithm compares elements \( e \) and \( f \). The adversary specifies the outcome according to the rule:

(*) If \( C_{t}(P_{>}) > C_{t}(P_{<}) \), then \( e > f \). Otherwise, \( e < f \).

If (*) chooses \( e > f \), the \( P_{>} \) is the new partial order, and by Lemma 2, \( C_{t}(P) \leq 2C_{t}(P_{>}) \); similarly if \( e < f \). A similar statement holds if
(*) chooses $e < f$. Thus if $P_f$ is the partial order after the algorithm makes $i$ comparisons, $C_t(P_0) \leq 2^iC_t(P_f)$. Hence if $f$ is the number of comparisons to solve a problem using the adversary,

$$f \geq \lceil \log \left( \frac{C_t(P_0)}{C_t(P_f)} \right) \rceil .$$

Note (4) is a property of the adversary, and holds for any selection problem and algorithm.

Now it is easy to analyze selection problems where a partial order $P$ is given.

**Theorem 2:** For any $P$, $t$, $n$, where $P$ is a partial order on $n$
elements and $1 \leq t \leq n$,

(a) $W_t(P) \geq \lceil \log C_t(P) \rceil$;

(b) $V_t(P) \geq \lceil \log(C_t(P)/(t-1)!)) \rceil$;

(c) $U_t(P) \geq \lceil \log(C_t(P)/t!) \rceil$.

**Proof:** Applying the adversary to each problem, (4) holds with $P_0 = P$. It is only necessary to calculate $C_t(P_f)$ and substitute.

For $W_t(P)$, the final partial order $P_f$ is shown in Figure 4, and (2) holds. Thus (4) implies part (a).

For $V_t(P)$, $P_f$ is shown in Figure 5(a): the $t$th largest element $e$ is known to be less than $t-1$ elements and greater than $n-t$ elements. For $a \in A_{t-1}(P_f)$, $a \cdot P_f$ has only one maximal element, $e$. There are at most $(t-1)!$ possibilities for $a$ (possibly fewer, since some permutations of the $t-1$ elements larger than $e$ may be inconsistent with $P_f$). Thus $C_t(P_f) \leq (t-1)!$. Substituting in (4) gives part (b).
For \( U_t(P) \), \( P_f \) is shown in Figure 5(b): \( t \) elements are known greater than the remaining \( n - t \). If \( a \in A_{t-1}(P_f), a \cdot P_f \) contains exactly one maximal element, one of the \( t \) largest elements. There are at most \( t! \) possibilities for \( a \). Thus \( C_t(P_f) \leq t! \), and part (c) follows.

Most previous bounds on selection functions do not apply to arbitrary partial orders. However Floyd [Kn,p.219,ex.6] has completely determined \( W_2(P) \), as follows: If \( P \) has \( m \) maximal elements, where the \( j^{th} \) maximal element is immediately above \( \ell_j \) elements in the Hasse diagram, then \( W_2(P) = m - 2 + \left\lceil \log \sum_{j=1}^{m} 2^{\ell_j} \right\rceil \). Theorem 2 gives an alternate proof of the lower bound part of this equality: There are \( m \) consistent assignments, the \( j^{th} \) one having \( m - 1 + \ell_j \) maximal elements. Thus \( C_t(P) = \sum_{j=1}^{m} 2^{m-2+\ell_j} \), and Floyd's lower bound follows.

Now we specialize Theorem 2 to the standard \( W_t, V_t, \) and \( U_t \) problems. When \( P \) contains no relations, the chaos is given by (1). Substituting in Theorem 2 gives Theorem 1 for \( W_t(n) \), and also the following bounds.

**Corollary 2:** For any \( n, t \), where \( 1 \leq t \leq n \),

\[
V_t(n) \geq n - t + \left\lceil \log \binom{n}{t-1} \right\rceil ;
\]

\[
U_t(n) \geq n - t + \left\lceil \log(\binom{n}{t-1}/t) \right\rceil .
\]

\( V_t(n) \) has been extensively studied. Our bound is stronger than several others over large regions ([H,Py]). However it can be \( \frac{3}{2} t \) smaller than Kirkpatrick's bound [Kir]. For the interesting case of
the median \((t=\lfloor n/2\rfloor)\), our bound is approximately \(\frac{3}{2}n\), compared with Yap’s bound of \(\frac{11}{6}n\) \([\text{Yap}]\). Similar remarks apply to \(U_t(n)\).

The above results are special cases of a bound for the General Partition Problem \(P(i_1,\ldots,i_k)\). This problem was introduced by Yap \([\text{Yap}]\). We are given a set of \(n\) elements, where \(n = \sum_{j=1}^{k} i_j\), and must find the set of \(i_1\) largest elements, \(i_2\) next largest elements, \(\ldots\), \(i_k\) smallest elements. So for example the \(W_t(n)\) problem is \(P(1,\ldots,1,n-t)\), where there are \(t\) 1’s. Using the chaos function \(C_{n-i_k}\) in (4) gives

\[
P(i_1,\ldots,i_k) \geq i_k + \lceil \lg \left( \frac{n}{i_1,i_2,\ldots,i_k} \right) / (i_k+1) \rceil.
\]

A similar bound holds for the General Partition Problem when we are given an initial partial order.

This bound is superior to one derived from the information-theoretic bound on sorting \([\text{DM}]\). Let \(S(n)\) be the number of comparisons needed to sort \(n\) elements, so \(S(n) \geq \lceil \lg n! \rceil\). Since an algorithm for \(P\) can be used as the first step in a sort of \(n\) elements, we have

\[
P(i_1,\ldots,i_k) \geq \lceil \lg n! \rceil - \sum_{j=1}^{k} S(i_j).
\]

Substituting an upper bound for \(S(i_j)\) gives the desired lower bound on \(P\). However, since \(S(i_j) \geq \lceil \lg i_j! \rceil\), it is easy to see such a lower bound is at most \(\lceil \lg(i_1,\ldots,i_k) \rceil\), which is no larger than the right-hand side of (5). (The bound (12) below is often better than (5).)

We turn now to \(W_{s,t}\). This problem involves both largest and smallest elements, so for a good bound we must modify the definition of chaos. Pohl’s proof that \(W_{1,1}(n) = \lceil \frac{3}{2}n \rceil - 2\) \([\text{Po}]\) motivates the definition.
An element $e$ is minimal if there is no $f$, $e > f$. So the maximal and minimal elements $e$ divide into three classes: isolated (no comparison involves $e$, i.e., $e$ is both maximal and minimal); proper maximal ($e$ is maximal but not minimal) and proper minimal ($e$ is minimal but not maximal). Define functions that count the number of elements in each class: $\text{is}(P)$, $\text{max}(P)$, and $\text{min}(P)$ are the number of isolated, proper maximal, and proper minimal elements in $P$, respectively.

Define the set $A_k^j(P)$ to contain all consistent assignments defined on $j + k$ elements of \{${e_1, \ldots, e_n}$\} with values in \{1, \ldots, j\} $\cup$ \{n-k+1, \ldots, n\}.

Finally to define chaos, set

$$\text{mm}(P) = \text{max}(P) + \text{min}(P) + \frac{3}{2} \cdot \text{is}(P) - 2,$$

$$C_{s,t}(P) = \sum_{a \in A_{t-1}^{s-1}} z^{\text{mm}(a \cdot P)}.$$

For example, if the partial order $P_0$ contains no relations,

$$C_{s,t}(P_0) = n(n-1)\ldots(n-s-t+3)2^{\frac{3}{2} \cdot (n-s-t)+1}.$$

If in the partial order $P_f$ the $s$ smallest and $t$ largest elements are known, then

$$C_{s,t}(P_f) = 1.$$

Now we show this function has the non-decreasing property.

Lemma 3: $C_{s,t}(P) \leq C_{s,t}(P_>) + C_{s,t}(P_<)$.

Proof: As in Lemma 2, it suffices to show that for any $a \in A_{t-1}^{s-1}(P)$,
\[(8) \quad 2^{\text{mm}(a \cdot P)} \leq 2^{\text{mm}(a \cdot P_\succ)} + 2^{\text{mm}(a \cdot P_\prec)},\]

where \(a\) is consistent with both partial orders \(P_\succ, P_\prec\). Without loss of generality, suppose

\[(9) \quad \text{mm}(a \cdot P_\prec) \leq \text{mm}(a \cdot P_\succ).\]

Now we investigate how \text{mm} can decrease going from \(a \cdot P\) to \(a \cdot P_\prec\).

The relation \(e < f\) can change \(e\)'s class, thereby decreasing \text{mm}. We classify the possible changes below. For each change, we give \(e\)'s original class in \(a \cdot P\), followed in parentheses by the decrease in \text{mm} due to the change in \(e\)'s class.

(i) isolated \((\frac{1}{2})\),

(ii) proper maximal \((1)\),

(iii) no change.

For example in (i), \(e\) is isolated in \(a \cdot P\); in \(a \cdot P_\prec\), \(e\) is proper minimal; so \(\text{mm}\) decreases by \(1\) and \(\text{mm}\) increases by \(1\), giving a net decrease of \(\frac{1}{2}\) in \text{mm}.

Similarly a change in \(f\)'s class, due to the relation \(e < f\), decreases \text{mm} as follows:

(iv) isolated \((\frac{1}{2})\),

(v) proper minimal \((1)\),

(vi) no change.

Note any of (i)-(iii) can occur together with any of (iv)-(vi).

We show below that in each case, \(8\) holds.

First suppose the changes in class together decrease \text{mm} by 2. Thus (ii) and (v) hold. Clearly the relation \(e > f\) does not change \text{mm}, i.e., \(\text{mm}(a \cdot P) = \text{mm}(a \cdot P_\succ)\), and (8) follows.
Next suppose the changes decrease $mm$ by $\frac{3}{2}$. Thus (i) and (v), or (ii) and (iv), hold. By symmetry, suppose the former. When $e > f$ is added to $P$, $e$ changes from isolated to proper maximal, while $f$ does not change; thus $mm$ decreases by $\frac{1}{2}$. So the right-hand side of (8) is $(2^{-\frac{3}{2}} + 2^{-\frac{1}{2}})2^{mm(a\cdot P)}$, larger than $1.06 \cdot 2^{mm(a\cdot P)}$. Thus (8) holds.

In all other cases, the changes in class together decrease $mm$ by 1 or less. By (9), the right-hand side of (7) is at least $2 \cdot 2^{mm(a\cdot P)} - 1$. Thus again (8) holds. $\square$

Now we define a demon by the (*) rule. Since Lemma 3 is the analog of Lemma 2, the analog of (4) holds for $C_{s,t}$. Thus we have the following bounds.

Theorem 3: For any $s, t, n$, where $s, t \geq 1$, and $s + t \leq n$,

$$W_{s,t}(n) \geq \left\lfloor \frac{3}{2} (n-s-t) + 1 + \lg n(n-1)\ldots(n-s-t+3) \right\rfloor.$$  

If $P$ is a partial order on $n$ elements, then

$$W_{s,t}(P) \geq \lfloor \lg C_{s,t}(P) \rfloor.$$  

Proof: Substitute (6) and (7) in the analog of (4). $\square$

Aside from Pohl's result, the only other bound on $W_{s,t}(n)$ is Floyd's upper bound [Kn,p.220, ex.17],

$$W_{s,t}(n) \leq \left\lfloor \frac{3}{2} n \right\rfloor - s - t + \sum_{i=n-s+2}^{n} \lfloor \lg i \rfloor + \sum_{i=n-t+2}^{n} \lfloor \lg i \rfloor.$$  

This can be slightly improved, as follows.
Lemma 4: For any \( s, t, n \), where \( s, t \geq 1, s + t \leq n \),

\[
W_{s,t}(n) \leq \left\lceil \frac{3}{2} n \right\rceil - s - t + \sum_{i=n-s-t+2}^{n} \left\lfloor \lg i \right\rfloor .
\]

Proof: An algorithm for this upper bound is similar to Floyd's. It uses repeated tree selection, the method used for \( W_t(n) \) [Kn, p.212]. Without loss of generality, assume \( s \leq t \). First find the \( s \) smallest elements by tree selection. This uses \( n - s + \sum_{i=n-s+2}^{n} \left\lfloor \lg i \right\rfloor \) comparisons. Then find the \( t \) largest elements from among the remaining \( n - s \) elements. This uses \( n - s - t + \sum_{i=n-s-t+2}^{n-s} \left\lfloor \lg i \right\rfloor \) comparisons. However at least \( \left\lfloor \frac{n}{2} \right\rfloor - s \) of these comparisons are made in the first tree selection and need not be repeated. The total number of comparisons is thus given by the Lemma.

Now we estimate the accuracy of Theorem 3. Let the lower bound on \( W_{s,t}(n) \) be \( W_{s,t}(n) = \left\lceil \frac{3}{2} (n-s-t) + 1 \right\rceil \frac{n}{n(n-1)...(n-s-t+3)} \). Note \( W_{1,1}(n) \) is identical to Pohl's bound and so is exact. If \( s + t = n \), \( W_{s,t}(n) \) is the information-theoretic bound on sorting. In general we have the following.

Corollary 3: For any \( s, t, n \), where \( s, t \geq 1, s + t \leq n \),

\[
W_{s,t}(n) \leq W_{s,t}(n) \leq W_{s,t}(n) + \left\lfloor \frac{3}{2} (s+t) \right\rfloor - 3.
\]

Proof: First note \( \frac{3}{2} (n-s-t) + 1 \geq \left\lceil \frac{3}{2} n \right\rceil - \left\lceil \frac{3}{2} (s+t) \right\rceil \). Thus

(10) \( W_{s,t}(n) \geq \left\lceil \frac{3}{2} n \right\rceil - s - t + \lfloor \lg n(n-1)...(n-s-t+3) \rfloor - \frac{1}{2} (s+t) \).
Further,

\[(11) \left\lfloor \lg n(n-1)...(n-s-t+3) \right\rfloor + s + t - 3 \geq \sum_{i=n-s-t+3}^{n} \left\lfloor \frac{\lg i}{\lg 2} \right\rfloor \geq \sum_{i=n-s-t+2}^{n} \left\lfloor \frac{\lg i}{\lg 2} \right\rfloor .\]

Combining (10), (11) and Lemma 4 gives the desired upper bound on \( W_{s,t}(n) \).

The chaos function \( C_{s,t} \) gives another bound on the General Partition Problem \( P(i_1, ..., i_k) \), for \( k \geq 3 \). Choose \( j \) in \( 1 < j < k \), and set \( s = i_1 + \ldots + i_{j-1}, t = i_{j+1} + \ldots + i_n \); then (4) gives

\[(12) \quad P(i_1, ..., i_k) \geq \left\lfloor \frac{3}{2} i_j + 1 + \frac{\lg \binom{n}{i_1, \ldots, i_k}}{(i_{j+1})(i_{j+2})} \right\rfloor .\]

The best bound is achieved when \( i_j = \max(i_1, \ldots, i_{k-1}) \). If \( i_j > \frac{2}{3} \max(i_1, i_k) \), then the above bound is usually better than (5).

For example in the interesting special case \( i_1 = \ldots = i_k = \frac{n}{k} \) (and \( k \geq 3 \)), the lower bound is \( n(\lg k + \frac{3}{2k}) + O(\lg n) \).

3. Comparisons with Linear Functions

Much work has been done on sorting and selection problems when the input is numerical, and comparisons involve functions (in particular, linear functions) of the input \([DL, Fr, Ra, Re, Sp, Yao]\). Lower bounds in this more realistic model of computation can be used to give plausible arguments for the optimality of algorithms in seemingly unrelated areas \([e.g., SH]\). This section extends the bounds of Section 2 to allow comparisons involving linear functions. The problems considered are \( W_0^*(n), V_0^*(n), \) and \( U_0^*(n) \).
Suppose an algorithm takes as input a vector of real numbers \( \mathbf{e} = (e_1, \ldots, e_n) \), and solves a selection problem by making comparisons involving linear functions of \( \mathbf{e} \). We represent the algorithm by a labelled ternary tree, called a linear function tree. Each interior node is labelled with a linear function, \( \varepsilon(\mathbf{e}) = \sum_{j=1}^{n} r_j e_j + s \) (\( r_j \) and \( s \) are real numbers.) The subtrees of the node correspond to the possibilities \( \varepsilon(\mathbf{e}) > 0 \), \( \varepsilon(\mathbf{e}) = 0 \), and \( \varepsilon(\mathbf{e}) < 0 \). Each leaf is labelled with the answer to the selection problem.

A node in a linear function tree is feasible if some input vector leads to it. The following result shows it suffices to consider only feasible nodes.

**Lemma 5:** For any linear function tree \( T \), there is a linear function tree \( F \) for the same problem, with height at most that of \( T \), and all nodes feasible.

**Proof:** We first show that in \( T \), a feasible interior node has either one or three feasible sons. To do this, let \( x \) be a feasible node with two feasible sons. We show the third son is feasible.

Let \( \mathbf{f} \) and \( \mathbf{g} \) be input vectors leading to two feasible sons of \( x \). It is easy to see for some \( \epsilon > 0 \) and every \( \theta \) in \(-\epsilon < \theta < 1 + \epsilon\), the vector \( \mathbf{h} = \theta \mathbf{f} + (1-\theta) \mathbf{g} \) leads to a son of \( x \). Let \( \varepsilon \) be the label of \( x \). If \( \varepsilon(\mathbf{f}) > 0 \) and \( \varepsilon(\mathbf{g}) = 0 \), then \( \varepsilon(\mathbf{h}) < 0 \) for \( \theta < 0 \); if \( \varepsilon(\mathbf{f}) > 0 \) and \( \varepsilon(\mathbf{g}) < 0 \), then \( \varepsilon(\mathbf{h}) = 0 \) for some \( \theta \) in \( 0 < \theta < 1 \). These two cases imply that in general, all three sons of \( x \) are feasible.
To construct the tree $F$, prune $T$ as follows: Repeatedly remove a node with only one feasible son, and replace it by that son. It is easy to see $F$ has the desired properties. □

In dealing with linear function trees, it is useful to consider the reduced tree ([Yao]). This tree is formed by removing all sub-trees for outcomes $\lambda(k) = 0$; so an interior node has two sons, corresponding to $\lambda(k) < 0$ and $\lambda(k) > 0$.

Now we prove the analog of Lemma 1 for comparisons involving linear functions.

**Lemma 6:** A linear function tree for $W_t^*(n)$ has at least $3^{n-1}$ leaves, and its reduced tree has at least $2^{n-1}$ leaves.

**Proof:** Reingold [Re] shows by linear algebra that if a leaf is feasible, its distance from the root is at least $n - 1$. Lemma 5 shows we can assume all leaves are feasible. The Lemma follows easily. □

The bound on $W_t^*(n)$ is analogous to Theorem 1.

**Theorem 4:** For any $t, n$, where $1 \leq t \leq n$,

$$W_t^*(n) \geq n - t + \lceil \log n(n-1)...(n-t+2) \rceil.$$  

**Proof:** Let $T$ be a linear function tree for $W_t^*(n)$, and let $R$ be its reduced tree. It suffices to show $R$ contains $n(n-1)...(n-t+2)2^{n-t}$ leaves, since $R$ is binary and is included in $T$. To do this, we show (as in Theorem 1) every sequence of $t-1$ indices is listed as the $t-1$ largest indices in at least $2^{n-t}$ leaves. Since there are $n(n-1)...(n-t+2)$ sequences, the Theorem follows.
For ease of notation, let the sequence of $t - 1$ largest indices be $n, n-1,\ldots,n-t+2$. Prune $R$ to $S$, a reduced tree for an input vector $(e_1,\ldots,e_{n-t+1})$, as follows. Suppose an interior node $x$ has label $\lambda(x) = \sum_{j=1}^{n} r_j e_j + s$, where some coefficient $r_j$ with $j \geq n - t + 2$ is non-zero. Let $k$ be the largest index for such a coefficient. If $r_k > 0$, replace $x$ by the son corresponding to $\lambda(x) > 0$. Similarly if $r_k < 0$, use the son for $\lambda(x) < 0$. Repeat this for each such node $x$. The resulting tree is $S$.

Consider an arbitrary vector $\tilde{e} = (e_1,\ldots,e_{n-t+1})$. If $M$ is sufficiently large, the vector $\tilde{f} := (e_1,\ldots,e_{n-t+1},M,M^2,\ldots,M^{t-1})$ leads to the same leaf in $R$ as $\tilde{e}$ leads to in $S$. ($M$ is easily computed as a function of $\max\{|e_i|,|r_j|,|s|\}$, and $\min\{|r_j|,r_j \neq 0\}$.)

The label of the leaf in $R$ lists the $t$ largest elements of $\tilde{f}$. Thus a leaf in $S$ lists $n,\ldots,n-t+2$ as the $t - 1$ largest indices. The $t^{th}$ largest index of $\tilde{f}$ is the largest index of $\tilde{e}$. Thus $S$ is essentially a reduced tree that finds the largest of $n - t + 1$ elements. Lemma 6 shows $S$ contains $2^{n-t}$ leaves, as desired.

The bound on $U_t^*(n)$ is analogous to Corollary 2.

**Theorem 5:** For any $t,n$, where $1 \leq t \leq n$,

$$U_t^*(n) \geq n - t + \lceil \log((n \choose t-1)/t) \rceil.$$  

**Proof:** Let $R$ be a reduced tree for $U_t^*(n)$. It suffices to show each set of $t - 1$ indices is included in the set of $t$ largest indices in at least $2^{n-t}$ leaves. For there are $n \choose t-1$ sets of
t - 1 indices. A given leaf is counted for at most t of these sets. So there are at least \((\binom{n}{t-1})2^{n-t}/t\) leaves. This implies Theorem 5.

For ease of notation let the set of t - 1 indices be \(\{n,n-1,\ldots,n-t+2\}\). We proceed as in Theorem 4, pruning R to a reduced tree S for \(W_1^*(n-t+1)\). (The sequence \((e_1,\ldots,e_{n-t+1})\) corresponds to \((e_1,\ldots,e_{n-t+1},M,M^2,\ldots,M^{t-1})\).) Then S contains \(2^{n-t}\) leaves, as desired.

The bound on \(V_t^*(n)\) is also analogous to Corollary 2. The argument below shows \(V_t^*(n) \geq U_t^*(n)\), a fact first observed by Yao [Yao].

**Theorem 6:** For any t,n, where 1 \(\leq t \leq n\),

\[V_t^*(n) \geq n - t + \lceil \lg\left(\binom{n}{t-1}\right) \rceil.\]

**Proof:** Let R be a reduced tree for \(V_t^*(n)\). A leaf of R specifies the t\(^{th}\) largest index. We show that in addition, the set of t - 1 largest indices is known. (Note from Figure 4 this is true for \(V_t(n)\).) This suffices to prove Theorem 6, since it implies there are \(2^{n-t}\) leaves for each of the possible \(\binom{n}{t-1}\) sets of t - 1 largest indices. (The argument is analogous to Theorem 5.)

To show the t - 1 largest indices are known, we argue by contradiction. Let y be a leaf of R. For ease of notation, let 1 be the label of y, i.e., \(e_1\) is the t\(^{th}\) largest element in a vector leading to y. Let \(f\) and \(g\) be vectors leading to y, whose sets of t - 1 largest indices differ. Again for ease of notation, assume \(f_1 < f_2, g_1 > g_2\).
For every $\theta$ in $0 \leq \theta \leq 1$, the vector $h = \theta f + (1-\theta)g$
leads to $y$. Let $\psi$ be the unique value of $\theta$ in $0 < \theta < 1$ where
the first two components of $h$ agree, $h_1 = h_2$. For $\theta < \psi$, $h_1 > h_2$,
so $h_2$ is not one of the $t-1$ largest elements. It is easy to see
that for $\theta = \psi$, there are $t-1$ elements $h_i$, $i \neq 1,2$, with
value $h_i \geq h_1 = h_2$. These $t-1$ elements $h_1$, and also $h_2$, can
be increased slightly so each is greater than $h_1$, and the resulting
vector $h'$ still leads to $y$. (Note all comparisons on the path
leading to $y$ have outcomes $>$ or $<$.) But $h_1'$ is not the $t^{th}$
largest element of $h'$. Thus tree $R$ gives a wrong answer. This is the
desired contradiction.

Note if the tree is not reduced, the $t-1$ largest indices are
not known at a leaf. For example, the median of $(e_1, e_2, e_3)$ can be
found in one comparison if $2e_1 - e_2 - e_3 = 0$. However it is not
known whether $e_2$ or $e_3$ is the largest element.

The only other bound on any of these linear selection functions
is due to Yao [Yao],

$$V^*_t(n) \geq n + t - 2, \text{ for } t \leq n/2.$$  

Theorem 6 is superior for small $t$; Yao's bound is better at the
median, by a lower order term $O(lg n)$.

Theorems 4-6 can be extended to get bounds analogous to Theorem 2
for $W^*_t(P)$, $U^*_t(P)$, and $V^*_t(P)$. A more interesting selection problem
is when, instead of $P$, we are given a collection of relations,$
\lambda(e) > 0$. It may be possible to define a chaos function for this
problem, thus obtaining a lower bound. However we have not been able
to carry out this approach. Also open is the problem of finding a
good bound on $W^*_s, t$. 
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Figure 1: A comparison tree for $W_2(4)$.

Figure 2: The tree of Figure 1 pruned so 4 is always the maximum element.

Figure 3: The Hasse diagram for the leftmost interior node in Figure 1.

Figure 4: $P_f$ for the $W_t$ problem: The vertical chain has $t$ elements.

Figure 5: (a) $P_f$ for $V_t$: The top set has $t - 1$ elements, the bottom $n - t$.

(b) $P_f$ for $U_t$: The top set has $t$ elements, the bottom $n - t$. 