SR, An Algorithm for Learning Switched Linear Dynamics from Data.
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Problem Formulation Overall Algorithm Implementation
Switched System Identification Organize constraints using a tree data structure. Implemented in the Python programming language.
Root = Gurobi LP solver (free academic license).
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3. Empirical evaluation and comparison against related techniques including MILP.
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2. Easy to implement and works well in practice.
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