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Over the past decade, many findings in cognitive

neuroscience have resulted in the view that selective

attention, working memory and cognitive control

involve competition between widely distributed rep-

resentations. This competition is biased by top-down

projections (notably from prefrontal cortex), which can

selectively enhance some representations over others.

This view has now been implemented in several

connectionist models. In this review, we emphasize

the relevance of these models to understanding con-

sciousness. Interestingly, the models we review have

striking similarities to others directly aimed at imple-

menting ‘global workspace theory’. All of these models

embody a fundamental principle that has been used in

many connectionist models over the past twenty years:

global constraint satisfaction.
Box 1. Mechanisms hypothesized to be associated with

consciousness

(1) Active representation
Active neuronal firing is necessary (but probably not sufficient) for

consciousness.

(2) Global competition biased by top-down modulation
Consciousness results from global competition between represen-

tations. At any moment, the winning neuronal coalition determines

both conscious phenomenal experience and global accessibility.

Active representations maintained by PFC are important sources of

biases for this competition.

(3) Global constraint satisfaction

Global competition implements global constraint satisfaction. Thus,

conscious experience can be seen as the result of a large-scale

application of the brain’s knowledge to the current situation.

(4) Reentrant processing

Recurrent connections are essential to implement global constraint

satisfaction. They allow more global interpretations in higher-level

areas to influence processing in lower-level areas (which tend to

work more like localized feature detectors).

(5) Meta-representation
Higher aspects of human consciousness and cognition, such as the

ability to think about one’s thoughts, may depend on the creation of

representations that are then fed back to the same constraint

satisfaction network as input [11,71]. More generally, the creation

of representations that are then available for re-processing by the
Introduction

We believe that a view that allows the integration of
selective attention, workingmemory, cognitive control and
consciousness is within sight. This view is based on the
notion of biased competition: competition between rep-
resentations that are widely distributed in the brain, with
top-down influences, most notably from prefrontal cortex
[1–3]. This mechanism is now implemented in several
connectionist models that collectively address a wide
range of findings [4–10]. Many of these models have not
been directly targeted at explaining consciousness, but
they have important implications for our understanding of
conscious information processing. In this article, we
review these developments, highlight key computational
principles embodied in these models, and explore their
implications for consciousness. We also emphasize that
these models can be understood in terms of a fundamental
principle that can be traced back to early connectionist
efforts: global constraint satisfaction [11].

It is useful to distinguish between states of conscious-
ness (e.g. being awake, asleep, in a coma, etc.) and the
contents of consciousness (e.g. being conscious of the scene
one is looking at) [12] (although it should be noted that
these are not independent [13]). The present article is
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about the contents of consciousness: we will not address
what might be called the ‘enabling factors’ for conscious-
ness (e.g. appropriate neuromodulation from the brain-
stem, etc.).

Box 1 highlights some of the computational mechan-
isms that we hypothesize are associated with the contents
of consciousness. These are developed in the remainder of
this review.
Consciousness and active representations

When talking about biological or artificial neural net-
works, it is important to distinguish between two types of
representation. First, there is long-term knowledge that is
embedded (or latent) in the weights of the connections
between units. This knowledge can drive behavior
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same network implements a cycle that could be the basis of the

‘stream of thought’.
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Box 2. Neurocomputational models of global workspace

theory

Dehaene and collaborators have implemented several models of

global workspace theory. As an example, we examine a model that

they have used to simulate the attentional blink [25]. In this

paradigm, participants are presented with two successive stimuli;

if the interval between the stimuli is short, participants’ ability to

report the second stimulus decreases (as if their attention ‘blinks’).

Figure I shows the architecture of the model. The model exhibits

the attentional blink and can account for several neurophysiological

findings [25]. The basic idea is that when stimulus T1 is presented,

the network creates a global state in which T1 is represented at all

levels of the hierarchy. Because of the recurrent connections, this

state is self-sustained for a short period. If T2 is presented shortly

after T1, it faces the competition of the lingering representation of T1

in areas C and D and cannot be effectively processed.

The key principles embodied in the model are lateral inhibition,

which implements competition in all the models we review, and

recurrent connectivity. Interestingly, in this model the top-down

influences are just the result of lingering activation from the previous

stimulus. Other models that we review include top-down biases that

represent the focus of attention (e.g. [7–10]; Box 4), items in working

memory (e.g. [3,5]; Box 3) or task demands (e.g. [8,31]). This model

seems to be missing an important component included in these

other models: sustained top-down biases from PFC. Indeed,

Dehaene et al. note that this model would need to include top-

down attentional biases to account for a broader range of empirical

results [25], and they implement such biases in other work [24].
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Feedback

Figure I. Model of the attentional blink by Dehaene et al. [25]. To simulate the

hierarchical nature of cortical organization, there are four stages: A, B, C, and D.

The inputs are presented to stage A: T1 is presented to area A1 and, after a

delay, T2 is presented to area A2. These inputs are processed via both excitatory

feedforward connections (indicated by solid arrows in the top panel) and

excitatory recurrent connections (solid arrows in the bottom panel). Impor-

tantly, at the level of areas C and D, there is mutual inhibition between the

pathways that process each input (inhibitory connections indicated by lines

ending in circles in the top panel); this implements competition between the

two inputs when they are presented in temporal proximity. Reproduced with

permission from [25].
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indirectly by eliciting specific firing patterns over
ensembles of units, but does not seem to be available for
direct inspection by, or transmission to, another system.
Although some have criticized this aspect of connectionist
models, we believe that it helps to explain implicit
cognition [14]. For example, most humans are proficient
users of their native language but are hardly able to
enumerate any grammatical rules without explicit
instruction; we suggest that this is because grammar is
encoded in the connections.

In addition to knowledge embedded in the connections,
one also finds typically more transient, active represen-
tations, in the form of firing patterns. If, as we
hypothesize, the knowledge in the connections is not
directly accessible, conscious representations must
depend on these active representations [12]. This leads
us to hypothesize that only the outputs of computations in
the brain (possibly including intermediate results) can
potentially be conscious, whereas the mechanisms of the
computations themselves remain impenetrable (see also
[15]). It is important to emphasize, though, that we are not
claiming that the active firing of neurons is sufficient for
consciousness, or that the outputs of every computation
are conscious. Rather, we propose that these may be
necessary conditions for a representation to become
conscious (see, e.g. [12,16] for similar suggestions).

Some results suggest that neural firing may need to be
sufficiently strong and sustained through time (i.e. stable
[17,18]) to support a conscious experience. For example,
cortical microstimulation studies in sensory areas in
humans show that for conscious perception, stimulation
of sufficient duration and intensity is required [19].
Similarly, brief or weak presentations of stimuli might
result in subliminal perception, whereas longer or
stronger presentations would result in conscious percep-
tion [20]. There is also evidence from neuroimaging that
consciousness is associated with increased firing [21].
However, few would argue that strong and sustained
neural firing is sufficient for a conscious experience (but
see [22]). What else is needed?

Global workspace theory

Baars has suggested that consciousness depends on access
to a ‘global workspace’ [23] and Dehaene and collaborators
have developed several neurocomputational models that
implement this theory (e.g. [24,25]). A crucial feature of
these models is that they work by biased competition
(Box 2). The basic assumption is that the winning coalition
of neurons determines conscious experience at a given
moment. Many theorists (e.g. Crick and Koch [26],
Edelman [27]) have made similar proposals, and this is
also our working hypothesis. The main difference between
our perspective and that of Dehaene, Baars, and their
collaborators is that they take the brain to consist of
specialized, modular processors and a global workspace
that connects these processors, whereas we believe that
computation is more distributed and interactive at a
global scale. In particular, the existence of massive
recurrent connections at all levels of the cortex makes
the existence of strongly encapsulated modules, as
suggested by Dehaene and colleagues (e.g. [24]), unlikely.
www.sciencedirect.com
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In any case, this may be simply a matter of emphasis, as
Dehaene et al. suggest that ‘global workspace neurons’ are
widely distributed [24].

The idea that the winning coalition in a large-scale
competition determines the contents of consciousness can
explain the association between consciousness and
strength and stability of neuronal firing: strong and
sustained firing makes it more likely that the correspond-
ing representation will be part of the winning neuronal
coalition, and conversely, neurons that are part of a
winning coalition receive excitation from other neurons in
the coalition, which could result in an increased firing
rate. These observations are related to Varela and
Thompson’s notion of local-to-global and global-to-local
causality [28], and explain, for example, the fact that
information that does not enter consciousness tends to
decay quickly [29].

The dynamics of the competition between neuronal
coalitions gives rise to an interesting prediction, which has
been confirmed experimentally: that access to conscious-
ness, although based on graded processing, tends to be
‘all-or-none’ [13,25] (but see [14]). This follows from the
nonlinear dynamics of lateral inhibition [30]. Ongoing
spontaneous activity in the thalamocortical system
may also be important in determining the winning
coalition [13].

Next, we turn to models that have not been directly
targeted at consciousness, but that address closely related
Box 3. Biased competition models of working memory and cogn

Braver, Cohen, O’Reilly and colleagues have developed several

models of working memory and cognitive control that are based on

biased competition (e.g. [3–6,8,31,32,72]). As an example, we examine

a model they have used to address findings with the AX–CPT task

(Figure I). In this task, participants see a stream of letters and have to

press one button (in the case of the model in Figure I, the left button)

when they see an X following an A, and another button (right) for

every other letter. This is a simple working memory task because

participants have to keep the last stimulus in working memory, so that

when an X appears they know whether an A preceded it.

In the model, posterior perceptual and motor cortex (PMC) maps

the stimuli to the responses. However, this mapping is influenced

by top-down projections from PFC, which remembers whether the

last stimulus was an A. Therefore, the response is influenced both

Left Right
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X Q P LA

Stimulus

X Q P LA

(a) Cue (b) Delay
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to X

Right
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Figure I. Model of the AX-CPT task by Cohen, Braver and O’Reilly. PFC, prefrontal corte

mapped onto a ‘Right’ response, but it also activates the PFC unit (‘Left to X’) that in

sustained, and this provides top-down activation to the unit that maps X to the ‘Left’ re

the one that indicates the ‘Left’ response receives further support from the top-down

correct response (‘Left’). Adapted with permission from [3].
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issues: attention, working memory and cognitive control.
We will see that these models also work by biased
competition and that attention, working memory, cogni-
tive control and consciousness can be understood in terms
of the dynamics of this competition.
An integrated view of attention, working memory,

cognitive control and consciousness

Attention, working memory and cognitive control

The idea of large-scale competition biased by top-down
projections from prefrontal cortex (PFC) has recently been
proposed as the mechanism underlying attention [1],
working memory [3], and cognitive control [2,6,31].
Braver, Cohen, O’Reilly and colleagues have implemented
these ideas in several connectionist models of working
memory and cognitive control (see Box 3). There have also
been several connectionist implementations of biased
competition models of selective attention (see Box 4).

The PFC plays a crucial role in all of these models. It
appears to be specialized for maintaining active represen-
tations and, working together with the basal ganglia
and/or the dopaminergic system, has the ability to switch
rapidly between representations when necessary
[2–5,32,33]. This is crucial for the ability to maintain
and update representations in working memory, change
the representation of task demands in cognitive control, or
modify the focus of attention, flexibly and quickly. O’Reilly
and colleagues have proposed specific mechanisms that
itive control

by the environmental stimulus and the contents of working

memory (stored in PFC). On the other hand, presentation of a

stimulus elicits not only a response but also an update to working

memory. (In this simple model, every new stimulus enters

working memory, thereby erasing the previous stimulus. In more

complex models, the system learns when it should update

working memory and when it should maintain its current

representation despite incoming distractors).

Two features of the model are of special interest here. First, there is

lateral inhibition in each layer. As in the other models we review, this

implements competition. Second, the PFC layer is capable of biasing

competition ‘downstream’ (via its projections to PMC) and maintain-

ing activation during a delay (through recurrent loops not shown). The

model is an excellent example of biased competition.
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to X

Right
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to X

PFC PFC

PMC PMC

x. PMC, posterior perceptual and motor cortex. (a) When an A is presented, it gets

dicates that A was just presented. (b) During the delay period, activity in PFC is

sponse. (c) When X is presented after the delay, it activates two units in PMC, but

bias from PFC and hence wins the competition; the model therefore makes the
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Box 4. Biased competition models of selective attention

Several connectionist models of selective attention are based on the

principle of biased competition (e.g. [7–10]). As an example, we briefly

examine a model that Corchs and Deco have used to simulate the

neurophysiological results of two experiments on selective visual

attention ([9]; see Figure I). There are two main pathways in the model,

corresponding to the ventral and dorsal visual pathways in the brain.

The ventral pathway goes from V1 to the extrastriate cortex (areas V2-

V4) and then to inferior temporal cortex (IT), and in the model

implements object recognition. The dorsal pathway goes from V1

and extrastriate cortex to posterior parietal cortex (PP), and in the

model codes the location of objects. (There has been much

discussion about the functions of the dorsal pathway, and some

authors disagree with its characterization as the ‘where’ pathway.

However, this need not concern us here: our purpose is to use this

model to illustrate how one can understand selective attention in

terms of biased competition, not to shed light on the detailed

organization of the visual system).

All layers in the model have lateral inhibition (implemented by the

inhibitory pools). As in the other models we review, this creates

competition. There are also extensive feedback projections from

higher- to lower-level areas, as well as top-down projections from PFC

that implement selective attention by biasing the competition in favor

of a particular location (through the projection from dorsal area 46 to

PP) or object (through the projection from ventral area 46 to IT). Note

that although attention enhances certain representations, it cannot

guarantee that those representations win the global competition –

salient stimuli might still win the competition even if they are outside

the focus of attention.
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Figure I. Model of selective visual attention by Corchs and Deco [9]. LGN, lateral geniculate nucleus. IT, inferior temporal cortex. PP, posterior parietal cortex. v46, ventral

area 46 (dorsolateral prefrontal cortex). d46, dorsal area 46 (dorsolateral prefrontal cortex). See text for details. Adapted with permission from [9].
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support this flexibility and have implemented those
mechanisms in computational models (e.g. [4]). The basic
idea is that recurrent excitation (or several other
mechanisms [4]) maintains activity in PFC neurons; a
‘gating’ mechanism implemented by the basal ganglia (or
the dopaminergic system [6,34]) bars access to the PFC
www.sciencedirect.com
when it isnecessary tomaintain information inPFCwithout
interference, and quickly allows access to PFC when it is
necessary to modify or replace that information [4].

The general idea, then, is that representations that are
actively maintained in PFC help to bias the competition
between representations elsewhere in the brain, in ways
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that are appropriate for the current goals and task. It
should be noted that, in a sense, competition in a given
area is ‘biased’ by all of the inputs to that area – thus,
competition in V4 could be said to be ‘biased’ by
feedforward projections from V2 to V4 or feedback
projections from IT to V4. What seems to be special
about PFC is that it has the ability to sustain represen-
tations in the absence of input and can therefore
implement biases that are sustained over time, even in
the face of distractors. Some lower areas, such as IT, seem
to have some ability to maintain a representation active
during a delay, but that representation is overridden as
soon as a new input is processed [2]; these areas cannot
therefore be the source of the sustained biases necessary
for attention, working memory and cognitive control.

The fact that biased competition seems to underlie
attention, working memory and cognitive control suggests
an integration of these concepts. This is particularly
evident if one notices the similarities in the operation of
the models that have been proposed to address findings in
these domains (see Boxes 3 and 4). However, it has also not
escaped the attention of neuroscientists; for example,
Courtney has recently proposed that attention and
cognitive control are ‘emergent properties of information
representation in working memory’ ([35], p. 501), noting
that ‘attention and cognitive control arise as a conse-
quence of WM [working memory], but are not separate
entities that are specifically implemented by the brain’
([35], p. 503). In other words, representations that are
actively maintained in working memory bias the global
competition in ways ‘that we call attention and cognitive
control’ ([35], p. 503). These ideas are compatible with the
proposals of several theorists (e.g. [1–3]).

Consciousness

The relevance of these models for consciousness is
suggested both by their similarity to models that have
been explicitly aimed at implementing global workspace
theory (see Box 2) and by the close relation between
consciousness and attention, working memory and cogni-
tive control. Consciousness is widely assumed to be
intimately tied to attention [29], in that unattended
stimuli often fail to enter consciousness [36] (but see
[37]). It is also closely related to cognitive control; in fact,
the notion of ‘controlled processing’ has been associated
with effortful and voluntary processing ‘under control of
[.] the subject’ ([38], p. 2) since it was proposed [38,39].
Finally, consciousness is also closely related to working
memory (e.g. [40,41]).

The crucial role that the PFC plays in all of these
processes and in biasing activation elsewhere in the brain
[2] suggests that it probably plays an important role in
selecting and maintaining the contents of consciousness
(see, e.g. [3,29]). Additional evidence confirms the likely
importance of the PFC for consciousness (e.g. [16,42]). For
example, conscious stimuli typically activate frontal
regions whereas non-conscious stimuli do not; in uncon-
scious states such as coma or general anesthesia sensory
stimulation activates sensory cortex but not frontal
regions; and frontal regions show marked metabolic
decrements in unconscious states [42]. Furthermore,
www.sciencedirect.com
deficits in PFC lead to difficulties selecting and sustaining
task-relevant representations, as would be expected. For
example, lesions to the PFC often result in high
distractibility [43,44] and the PFC is prominently impli-
cated in attention-deficit hyperactivity disorder [43].

Theoretical and methodological implications

In short, our suggestion is that attention, working
memory, cognitive control and consciousness are not
distinct functions implemented by separate brain systems.
Attempting to find separate neural correlates for eachmay
therefore be the wrong approach. Instead, we suggest that
they should be understood in terms of the dynamics of
global competition, with biasing from PFC. Methodologi-
cally, this points to the importance of global measures of
brain function that can quantify the state of the global
competition; Tononi and Edelman’s measures of ‘inte-
gration’ (‘functional clustering’) and ‘differentiation’
(‘neural complexity’) [45] are excellent examples of the
new kinds of tools that may be needed for this endeavor.

Note that the framework we suggest naturally answers
questions that have plagued the literature on conscious-
ness. For example, there has been much discussion about
the relation between attention and consciousness:
whether attention is necessary for consciousness, whether
attention precedes consciousness or vice-versa, etc.
(e.g. [37]). Under the perspective articulated here,
these are simply the wrong questions. A stimulus
enters consciousness if its representation is part of the
winning coalition. This is modulated, but by no means
fully determined, by top-down biases from PFC. One
may choose to call these biases ‘attention’; the key
issue, however, is that a thorough understanding of
the processes involved requires understanding the
overall dynamics of the global competition.

Reentrant connections and consciousness

We have seen that the PFC probably influences the
contents of consciousness via top-down projections. More
broadly, the importance of feedback (or reentrant)
connections for conscious experience has been emphasized
by several authors [25,27,37], and there is evidence from
neuroscience to support these views (see, e.g. [37] for
review). For example, transcranial magnetic stimulation
of visual area MT induces motion perception, but not if
activity in V1 is disrupted some time after the stimulation
of MT [46].

Consciousness and global constraint satisfaction

The idea that recurrent interactions at a nearly global
scale are important for consciousness [25,27,37,47,48]
makes perfect sense in light of the idea that neural
networks implement global constraint satisfaction – an
idea that goes back to the early days of connectionism [49].
Many early connectionist models used global constraint
satisfaction to address findings in several domains
(e.g. [11,50,51]). The idea is that a network with recurrent
connections arrives at an interpretation of a given input
by settling into a stable state [49]. This state is a function
not only of the network’s input but also of the knowledge
embedded in the network’s connections (this is why we

http://www.sciencedirect.com


Box 5. Outstanding questions and directions for future

research

† What is the relation between competition based on synchrony and

competition based on firing rates? When is one or the other used,

and how are they interrelated?

† What about qualia (the ‘hard problem’ of consciousness [73])? It

seems that it would be possible to have a system without qualia that

would have the properties we outlined. What is missing from the

explanation?

† If consciousness is a sequence of ‘snapshots’, or stable states,

what accounts for the integrated, continuous flux of phenomenal

experience? In his recent book, Lloyd explores the problem of

temporality in consciousness in great detail [74]. He relates ideas

regarding temporality in phenomenal experience (that go back to

Husserl) to implementations using recurrent neural networks and

even fMRI findings. An exciting area of future research will be to

integrate those ideas with the framework presented here.

† An important area for future research is to attempt to build an

integrated neurocomputational architecture that can address find-

ings in attention, working memory, cognitive control and conscious-

ness with minimal individual customization. A possible starting

point is the Leabra framework of O’Reilly and collaborators [75],

which has been used to implement several of the models of working

memory and cognitive control discussed in this article.

Review TRENDS in Cognitive Sciences Vol.9 No.8 August 2005402
talk about an ‘interpretation’ of the input). We suggest
that conscious experience reflects stable states that
correspond to interpretations that the brain makes of its
current inputs (see also [11,24,25]). (These inputs can
include representations that were generated internally in
a previous time step, as in inner speech. Unfortunately we
do not have space to expand on that idea here, but see
[11].) We suppose that, in many cases, the relevant
constraints are spread throughout much of the brain.
This explains the need for massive global interactions to
reach a stable state that supports a given conscious
experience.

Mathis and Mozer have explored the relation between
consciousness and constraint satisfaction and
implemented these ideas in connectionist models [52].
Their approach differs from ours in that, like Dehaene and
collaborators [24], they believe that there are multiple
interconnected modules; they further assume that con-
straint satisfaction occurs within each module. We, on the
other hand, emphasize large-scale (global) constraint
satisfaction. This seems more consistent with the neuroa-
natomical evidence of extensive recurrent connectivity
and also with behavioral findings, such as the McGurk
effect [53], in which perception in one modality is
influenced by stimuli presented in another modality.
These ideas of the relation between consciousness and
global constraint satisfaction find an interesting echo in
Perruchet and Vinter’s proposal that conscious experience
is self-organizing so as to best reflect the structure of the
environment [54]. The notion of conscious experience as a
sequence of large-scale stable states [11,26,27,29] also
explains how a massively parallel brain can produce a
seemingly serial ‘stream of consciousness’ [55].

Synchronization, binding and global competition

There has been much debate about the role of synchro-
nized neuronal firing to solve the so-called ‘binding
problem’ [56] and determine the contents of consciousness
(e.g. [26,57–59]). This literature is too extensive to cover in
detail here, but we would like to emphasize that the
‘synchrony hypothesis’ is fundamentally compatible with
our proposals, as competition need not be implemented
exclusively in terms of firing rate: synchronization may
also play an important role.

Consistent with this idea, the main proponents of the
synchrony hypothesis now believe that synchronized
firing is not a sufficient condition for consciousness
[26,58] and see it instead as important in influencing
which coalition wins the global competition. For example,
Crick and Koch recently stated that ‘we no longer think
that synchronized firing [.] is a sufficient condition for
the NCC. One likely purpose of synchronized firing is to
assist a nascent coalition in its competition with other
(nascent) coalitions’ ([26], p. 123); Engel and Singer [58]
make similar points. Synchronized firing thus seems
intimately related to global competition.

Several neurocomputational models of the role of
synchronization in perception and attention (e.g. [60–62])
and even reasoning [63] have been proposed. In fact, von
der Malsburg used temporal synchrony in his models
[64,65] to solve what later became known as the binding
www.sciencedirect.com
problem several years before the consciousness commu-
nity started to focus on this problem. An important area
for future research is to understand better the relation
between these models and models that implement global
competition based on firing rate. As Fries et al. noted,
‘synchronization is likely to be translated into firing rate
changes at later processing stages’ ([66], p. 3739; see also
[58]); thus, synchronization and firing rate are likely to be
intimately intertwined. Connectionist modeling has the
potential to shed light on this relation (see, e.g. [67]), and
possibly start to address the independent or joint
contributions of firing rate and synchronization to
consciousness (see also Box 5).
Access versus phenomenal consciousness

A decade ago, Block proposed a distinction between
‘access’ and ‘phenomenal’ consciousness [68]. In relation
to the present framework, our working hypothesis is that
the winning coalition determines both global accessibility
and phenomenal experience, as a large-scale stable state
seems an appropriate candidate for global access and
would also explain the integrated character of phenom-
enal experience [45]. Block has recently suggested that
losing coalitions might also determine the contents of
phenomenal experience, arguing specifically that, for
example, losing coalitions in recurrent MT/V1 loops
might be sufficient for phenomenal consciousness [69].
However, in a recent review, Tong concluded that ‘activity
throughout the ventral extrastriate pathway [.] does not
seem to be sufficient for awareness’ [70]. Furthermore, the
notion that losing neuronal coalitions might contribute to
phenomenal experience seems at odds with the integrated
and unitary character of such experience: people do not
normally seem to have disjointed perceptual experiences,
with the intrusion of movements, lines, and so on, that
correspond to the activity of losing coalitions. Notably, in
binocular rivalry or ambiguous visual stimuli (e.g. the
Necker cube) people usually report that they perceive one
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interpretation or the other – not a mixture of the two. This
is exactly what would be predicted by a global constraint
satisfaction account [11]. (Of course it could be argued that
people do constantly experience disjointed represen-
tations but do not report them because such represen-
tations are not available to access consciousness. Based on
our own phenomenal experience, we find it more
parsimonious to assume that this is not the case until
concrete evidence suggests otherwise.)
Conclusions

In summary, recent and current work in connectionist
modeling and neuroscience is converging to provide an
integrated view of attention, working memory, cognitive
control and consciousness based on a single mechanism:
global competition between representations, with top-
down biases from PFC. This fosters an integrated under-
standing of these concepts in terms of themechanisms and
dynamics of global competition, rather than as reified
processes with distinct neural instantiations.
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