Long Short Term Memory Networks

Fenfei Guo and Jordan Boyd-Graber

University of Maryland

Fenfei Guo and Jordan Boyd-Graber | UMD Long Short Term Memory Networks | 1/49



Recap of LSTM
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New memory input: ¢;
Three gates: input (i), forget (f;),

out (o) & = tanh(Wiex; + bjc + Whehi—1 -+ byc)

ir = 0 (WX + bji + Whih—y + bp) Memorize and forget:
fr = (Wiexy + big -+ Whehe_y + bpy)

C=fixCr_q+i*C
Ot=0'(VV,-oXt+b,-O—|— Whoht—1 +bho) t t t—1 t t

hf = O; * tanh(ct)
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Figuring out this LSTM

A B
1.0 0.0 0.0 1.0

= input sequence: A, A, B,B, A, B, A
x; =[1.0,0.0] x,=[1.0,0.0] x3=1[0.0,1.0]
= prediction output:

y; = softmax(h;) [number of hidden nodes = 2]
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Parameters that take x; as input

Input Gate
30.00 0.00
Wi _[ 0.00 o.oo]
0.00
i _[o.oo]
Forget Gate

0.00 0.00
Wir= [o.oo o.oo]

0.00
b = [o.oo]
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Memory Cell

W, —[30:00  0.00
©=| 0.00 30.00

0.00
b = [o.oo]

Output Gate
0.00 0.00
Wo = [o.oo o.oo]
30.00
b= [30.00]
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Parameters that take h,_; as input

Input Gate Memory Cell
0.00 0.00 0.00 0.00
Wh _[60.00 o.oo] th_[o.oo o.oo]
0.00 0.00
bri = [—30.00] Bre = [o.oo]
Forget Gate Output Gate

0.00  0.00
Wir = [0.00 —30.00]

—30.00 0.00
Ont = [ o.oo] Oro = [o.oo]

0.00 0.00
Who = [o.oo o.ooJ
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Inputs

= |nitial hidden states:
he = [0.0,0.0]"

= [nitial memory input:
o =[0.0,0.0]"

= |nput sequences intime: A, A, B, B, A, B, A

1.0 1.0 0.0
X =10.0| * [oo] ® 7|10
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Input Gate at t =1: j;

30.00 0.00 0.00 0.00 0.00 0.00
W"’"[ 0.00 o.oo] b""_[o.oo] Wh'_[GO.OO o.oo] b”"_[—so.oo]

x() =[1.00,0.00]" h® =[0.00,0.00]"
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Input Gate at t =1: j;

30.00 0.00 0.00 0.00 0.00 0.00
R S IS CE

0.00 0.00 0.00 60.00 0.00 —30.00
x() =[1.00,0.00]" h® =[0.00,0.00]"

i) = o (Wix™ + by + Wiyh® + byy) (1)

= 0([30.00,—30.00] ) )

=1[1.00,0.00] " (3)
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Forget Gate at t = 1: (1)

W, — [0:00 0.00 b [0:00 .. | 0-00 0.00],  [-30.00
" 10.00 0.00 " 10.00 ht~—10.00 —30.00{" | 0.00

x() =[1.00,0.00]" h® =[0.00,0.00]"
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Forget Gate at t = 1: (1)

0.00 0.00 0.00 0.00 0.00 —30.00
I R

0.00 0.00 0.00 0.00 —30.00 0.00
x(1) =[1.00,0.00]" h(® =10.00,0.00]"

) = o (Wyx(D + by + Wy b + byy) (4)

= 0([-30.00,0.00] ") (5)

—1[0.00,0.50] " (6)
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Output Gate at t =1: o(")

0.00 0.00 30.00 0.00 0.00 0.00
W""_[o.oo o.oo] b""_[so.oo] W”"_[o.oo o.oo] b”"_[o.oo]

x() =[1.00,0.00]" h® =[0.00,0.00]"
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Output Gate at t =1: o(")

W :[o.oo o.oo] _:[30.00] :[o.oo o.oo] :[o.oo]
©~10.00 0.00 ©~130.00 ho=10.00 0.00 ho=10.00
x() =[1.00,0.00]" h® =[0.00,0.00]"

o) = 0 (Wigx) + big + Wioh® + byo) @)
= 0([30.00,30.00] ") 8)
=1[1.00,1.00]" 9)
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Memory Contribution at t = 1: &(!)

30.00  0.00 0.00 0.00 0.00 0.00
W"E_[ 0.00 30.00] b"é_[o.oo] W”C_[o.oo o.oo] b”a_[o.oo]

x() =[1.00,0.00]" h® =[0.00,0.00]"
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Memory Contribution at t = 1: &(!)

30.00 0.00 0.00 0.00 0.00 0.00
R [ T Y N

0.00 30.00 0.00 0.00 0.00 0.00
x() =[1.00,0.00]" h® =[0.00,0.00]"
¢ = tanh(Wipx(") + b + Wiigh® + byz) (10)
— tanh([30.00,0.00] ") (11)
—[1.00,0.00]" (12)
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Forward message at time step 1

fi o Iy ¢
[0.00,0.50] [0.00,0.00] [1.00,0.00]" [1.00,0.00] "

= Message forward (c¢y)

c1 =focy+ijo ¢ (13)
(14)
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Forward message at time step 1

f; Go Iy ¢
[0.00,0.50]" [0.00,0.00] [1.00,0.00]" [1.00,0.00]"

= Message forward (cy)

¢y =focy+ioc (13)
=[0.00,0.50] " ©[0.00,0.00]" +[1.00,0.00] " ©[1.00,0.00]"  (14)
(15)
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Forward message at time step 1

f; Co Iy [
[0.00,0.50]" [0.00,0.00] [1.00,0.00]" [1.00,0.00]"

= Message forward (cy)

¢y =fiocy+ijo¢ (13)
—[0.00,0.50]" ©[0.00,0.00] " 4 [1.00,0.00]" ©[1.00,0.00]"  (14)
=[1.00,0.00]" (15)
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Forward message at time step 1

f; Co Iy ¢
[0.00,0.50] [0.00,0.00] " [1.00,0.00]" [1.00,0.00]"

= Message forward (c¢y)
¢y =[1.00,0.00] " (13)

= New hidden (hy)
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Forward message at time step 1

fi Go Iy ¢
[0.00,0.50]" [0.00,0.00] [1.00,0.00]" [1.00,0.00]"

= Message forward (cy)

¢y =[1.00,0.00] " (13)

= New hidden (hy)
hy =04 otanh(c¢y) (14)
(15
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Forward message at time step 1

fy o Iy G
[0.00,0.50] [0.00,0.00]" [1.00,0.00]" [1.00,0.00]"

= Message forward (c¢y)

¢y =[1.00,0.00] " (13)
= New hidden (hy)
hy =04 otanh(c;) (14)
=[1.00,1.00] " o tanh([1.00,0.00] ") (15)
(16
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Forward message at time step 1

fi G I ¢
[0.00,0.50] [0.00,0.00]" [1.00,0.00]" [1.00,0.00] "

= Message forward (c¢y)

¢y =[1.00,0.00] " (13)
= New hidden (h)
hy =04 otanh(c;) (14)
=[1.00,1.00] " o tanh([1.00,0.00] ") (15)
=[0.76,0.00] " (16)
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Forward message at time step 1

f; Co Iy ¢
[0.00,0.50]" [0.00,0.00]" [1.00,0.00]" [1.00,0.00]"

= Message forward (cy)

¢y =[1.00,0.00] " (13)
= New hidden (hy)

hy =[0.76,0.00] (14)

= Prediction y; = softmax(h;) =0
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Summary at t =1

0.76,0.00 ( A

0.00,0.00 1.00,0.00
clt=1 [ X G \ ol
Ganh>
®
0.00,0.00 ﬁ_’ 0.76,0.00
AN y,
1.00,0.00
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Input Gate at t =2: j;

30.00 0.00 0.00 0.00 0.00 0.00
W"’"[ 0.00 o.oo] b""_[o.oo] Wh'_[GO.OO o.oo] b”"_[—so.oo]

x(®) =[1.00,0.00]" n) =[0.76,0.00]"
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Input Gate at t =2: j;

30.00 0.00 0.00 0.00 0.00 0.00
R IS CE

0.00 0.00 0.00 60.00 0.00 —30.00
x(®) =[1.00,0.00]" n) =[0.76,0.00]"

i®) = (Wix® + by + Wiyh) + byy) (15)

= 0([30.00,15.70] ") (16)

=1[1.00,1.00] " (17)
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Forget Gate at t = 2: f(?)

W, — [0:00 0.00 b [0:00 .. | 0-00 0.00],  [-30.00
" 10.00 0.00 " 10.00 ht~—10.00 —30.00{" | 0.00

x(®) =[1.00,0.00]" n) =[0.76,0.00]"
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Forget Gate at t = 2: f(?)

0.00 0.00 0.00 0.00 0.00 —30.00
I IR

0.00 0.00 0.00 0.00 —30.00 0.00
x(®) =[1.00,0.00]" n) =[0.76,0.00]"

1® = o (Wix® + by + Wirh™) + byy) (18)

= 0([-30.00,0.00] ") (19)

=1[0.00,0.50]" (20)
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Output Gate at t =2: 0(®)

0.00 0.00 30.00 0.00 0.00 0.00
W""_[o.oo o.oo] b""_[so.oo] W”"_[o.oo o.oo] b”"_[o.oo]

x(®) =[1.00,0.00]" n) =[0.76,0.00]"
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Output Gate at t =2: 0(®)

W :[o.oo o.oo] _:[30.00] :[o.oo o.oo] :[o.oo]
©~10.00 0.00 ©~130.00 ho=10.00 0.00 ho=10.00
x(®) =[1.00,0.00]" n) =[0.76,0.00]"

0 = 0 (Wigx®) + big + Wioh™ + byo) @1)
= 0([30.00,30.00] ") (22)
—[1.00,1.00]" (23)
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Memory Contribution at t = 2: &(2)

30.00  0.00 0.00 0.00 0.00 0.00
W"E_[ 0.00 30.00] b"é_[o.oo] W”C_[o.oo o.oo] b”a_[o.oo]

x(®) =[1.00,0.00]" n) =[0.76,0.00]"

Fenfei Guo and Jordan Boyd-Graber | UMD Long Short Term Memory Networks | 16/49



Memory Contribution at t = 2: &(2)

30.00 0.00 0.00 0.00 0.00 0.00
R R [ T Y N

0.00 30.00 0.00 0.00 0.00 0.00
x(®) =[1.00,0.00]" n) =[0.76,0.00]"

¢® = tanh(Wsx® + b + Wigh™) + byz) (24)

= tanh([30.00,0.00] ") (25)

—[1.00,0.00]" (26)
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Forward message at time step 2

f, G I o
[0.00,0.50] [1.00,0.00]" [1.00,1.00] " [1.00,0.00] "

= Message forward (c,)

Co :f2 ocy + i2 o 52 (27)
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Forward message at time step 2

f, ¢ Io &
[0.00,0.50]" [1.00,0.00]" [1.00,1.00]" [1.00,0.00]

= Message forward (c,)

C2:f20C1 +i2062 (27)
=[0.00,0.50] " ©[1.00,0.00]" +[1.00,1.00] " ©[1.00,0.00]"  (28)
(29)
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Forward message at time step 2

f, Cy Ip G
[0.00,0.50]" [1.00,0.00]" [1.00,1.00]" [1.00,0.00]"

= Message forward (c,)

02:f2001 +i2052 (27)
—[0.00,0.50] " 0[1.00,0.00] " 4 [1.00,1.00]" ©[1.00,0.00]"  (28)
=[1.00,0.00]" (29)
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Forward message at time step 2

f, Cy I o
[0.00,0.50] [1.00,0.00]" [1.00,1.00] " [1.00,0.00] "

= Message forward (c,)
¢ =[1.00,0.00] (27)

= New hidden (h,)
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Forward message at time step 2

f2 C1 i2 52
[0.00,0.50]" [1.00,0.00] [1.00,1.00]" [1.00,0.00]

= Message forward (c,)

¢, =[1.00,0.00] " (27)

= New hidden (hs)
h2 :Oz [¢] tanh(Cz) (28)
(29)
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Forward message at time step 2

f, Cy Ip o
[0.00,0.50] [1.00,0.00]" [1.00,1.00] " [1.00,0.00] "

= Message forward (c,)

¢, =[1.00,0.00] " (27)
= New hidden (hy)
hy, =0, otanh(c,) (28)
=[1.00,1.00] " o tanh([1.00,0.00] ") (29)
(30)
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Forward message at time step 2

f2 C1 i2 52
[0.00,0.50] [1.00,0.00]" [1.00,1.00] " [1.00,0.00] "

= Message forward (c,)

¢, =[1.00,0.00] " 27)
= New hidden (hy)
h2 =050 tanh(CZ) (28)
=[1.00,1.00] " o tanh([1.00,0.00] ") (29)
=[0.76,0.00] " (30)
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Forward message at time step 2

f2 C1 i2 C~2
[0.00,0.50] [1.00,0.00]" [1.00,1.00] [1.00,0.00]

= Message forward (¢)

¢, =[1.00,0.00] " (27)
= New hidden (hy)

h, =[0.76,0.00] " (28)

= Prediction y, = softmax(h,) =0
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Summary at t =2

0.76,0.00 ( A

1.00,0.00 1.00,0.00
clt=1 [ X G \ ol
Ganh>
®
0.76,0.00 ﬁ_’ 0.76,0.00
AN y,
1.00,0.00
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Input Gate at t = 3: j;

30.00 0.00 0.00 0.00 0.00 0.00
W"’"[ 0.00 o.oo] b""_[o.oo] Wh'_[GO.OO o.oo] b”"_[—so.oo]

x®) =10.00,1.00]" h® =[0.76,0.00]"
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Input Gate at t = 3: j;

30.00 0.00 0.00 0.00 0.00 0.00
R ISR

0.00 0.00 0.00 60.00 0.00 —30.00
x®) =10.00,1.00]" h® =[0.76,0.00]"

i® = (Wix® + by + Wiyh® + byy) (29)

=0 ([0.00,15.70] ") (30)

=[0.50,1.00]" (31)
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Forget Gate at t = 3: f(®)

W, — [0:00 0.00 b [0:00 .. | 0-00 0.00],  [-30.00
" 10.00 0.00 " 10.00 ht~—10.00 —30.00{" | 0.00

x®) =10.00,1.00]" h® =[0.76,0.00]"
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Forget Gate at t = 3: f(®)

0.00 0.00 0.00 0.00 0.00 —30.00
I IR

0.00 0.00 0.00 0.00 —30.00 0.00
x®) =10.00,1.00]" h® =[0.76,0.00]"

1) = o (Wix(® + by + Wih® + byy) (32)

= 0([-30.00,0.00]") (33)

—1[0.00,0.50] " (34)
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Output Gate at t =3: 0®

0.00 0.00 30.00 0.00 0.00 0.00
W""_[o.oo o.oo] b""_[so.oo] W”"_[o.oo o.oo] b”"_[o.oo]

x®) =10.00,1.00]" h® =[0.76,0.00]"
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Output Gate at t =3: 0®

W :[o.oo o.oo] _:[30.00] :[o.oo o.oo] :[o.oo]
©~10.00 0.00 ©~130.00 ho=10.00 0.00 ho=10.00
x®) =10.00,1.00]" h® =[0.76,0.00]"

0 = 0 (Wigx®) + big + Wioh® + byo) (35)
= 0([30.00,30.00] ") (36)
—[1.00,1.00]" (37)
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Memory Contribution at t = 3: &)

30.00  0.00 0.00 0.00 0.00 0.00
W"E_[ 0.00 30.00] b"é_[o.oo] W”C_[o.oo o.oo] b”a_[o.oo]

x®) =10.00,1.00]" h® =[0.76,0.00]"
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Memory Contribution at t = 3: &)

30.00 0.00 0.00 0.00 0.00 0.00
R [ T Y N

0.00 30.00 0.00 0.00 0.00 0.00
x®) =10.00,1.00]" h® =[0.76,0.00]"
¢® = tanh(Wisx® + b + Wiigh® + byz) (38)
= tanh([0.00,30.00] ") (39)
—1[0.00,1.00]" (40)
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Forward message at time step 3

fy C I3 Cs
[0.00,0.50]" [1.00,0.00]" [0.50,1.00]" [0.00,1.00]"

= Message forward (c3)

C3:f3002+i3063 (41)
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Forward message at time step 3

fy G I G
[0.00,0.50]" [1.00,0.00]" [0.50,1.00]" [0.00,1.00]"

= Message forward (c3)

Q:,:f30C2+i3053 (41)
—[0.00,0.50]" 0[1.00,0.00] " 4 [0.50,1.00]" ©[0.00,1.00]"  (42)
(43)
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Forward message at time step 3

fy G Iy G
[0.00,0.50]" [1.00,0.00]" [0.50,1.00] [0.00,1.00]"

= Message forward (c3)

C3:f30C2+i3053 (41)
=[0.00,0.50] " ©[1.00,0.00]" +[0.50,1.00] " ©[0.00,1.00]"  (42)
=[0.00,1.00] " (43)
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Forward message at time step 3

f3 CZ i3 C~3
[0.00,0.50]" [1.00,0.00] [0.50,1.00] T [0.00,1.00]"

= Message forward (c3)
c3 =[0.00,1.00] " (41)

= New hidden (hs)
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Forward message at time step 3

f3 02 i3 53
[0.00,0.50]" [1.00,0.00] " [0.50,1.00] " [0.00,1.00]

= Message forward (c3)

¢3 =[0.00,1.00] " (41)

= New hidden (h3)
h3 =030 tanh(CS) (42)
(43)
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Forward message at time step 3

f3 CZ i3 C~3
[0.00,0.50]" [1.00,0.00]" [0.50,1.00] T [0.00,1.00]"

= Message forward (c3)

c3 =[0.00,1.00] " (41)
= New hidden (h3)
hs =03 o tanh(¢3) (42)
=[1.00,1.00] " otanh([0.00,1.00] ") (43)
(44)
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Forward message at time step 3

fy C I3 Cs
[0.00,0.50]" [1.00,0.00]" [0.50,1.00]" [0.00,1.00]"

= Message forward (c3)

c3 =[0.00,1.00] " (41)
= New hidden (h3)
hs =03 o tanh(c3) (42)
=[1.00,1.00] " otanh([0.00,1.00] ") (43)
=[0.00,0.76] " (44)
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Forward message at time step 3

f3 G I G
[0.00,0.50]" [1.00,0.00]" [0.50,1.00]" [0.00,1.00]"

= Message forward (c3)

¢3 =[0.00,1.00] " (41)
= New hidden (h3)

hs =[0.00,0.76]" (42)

= Prediction y; = softmax(hs) =1
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Summary at t =3

0.00,0.76 { At

1.00,0.00 0.00,1.00
clt=1 [ X G \ ol
Ganh>
®
0.76,0.00 ﬁ_’ 0.00,0.76
AN y,
0.00,1.00
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Input Gate at t =4: |

30.00 0.00 0.00 0.00 0.00 0.00
W"’"[ 0.00 o.oo] b""_[o.oo] Wh'_[GO.OO o.oo] b”"_[—so.oo]

x*) =10.00,1.00]" h® =[0.00,0.76]"
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Input Gate at t =4: |

30.00 0.00 0.00 0.00 0.00 0.00
R S IS CE

0.00 0.00 0.00 60.00 0.00 —30.00
x*) =10.00,1.00]" h® =[0.00,0.76]"

) = o (Wix® + by + Wiyh® + byy) (43)

=0 ([0.00,—30.00]") (44)

=[0.50,0.00]" (45)
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Forget Gate at t = 4: (%)

W, — [0:00 0.00 b [0:00 .. | 0-00 0.00],  [-30.00
" 10.00 0.00 " 10.00 ht~—10.00 —30.00{" | 0.00

x*) =10.00,1.00]" h® =[0.00,0.76]"
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Forget Gate at t = 4: (%)

0.00 0.00 0.00 0.00 0.00 —30.00
I IR

0.00 0.00 0.00 0.00 —30.00 0.00
x*) =10.00,1.00]" h® =[0.00,0.76]"

1 = o (Wix ™ 4 by + Wirh® + byy) (46)

= 0([-30.00,—22.85]") (47)

=1[0.00,0.00]" (48)
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Output Gate at t = 4: 0¥

0.00 0.00 30.00 0.00 0.00 0.00
W""_[o.oo o.oo] b""_[so.oo] W”"_[o.oo o.oo] b”"_[o.oo]

x*) =10.00,1.00]" h® =[0.00,0.76]"
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Output Gate at t = 4: 0¥

W :[o.oo o.oo] _:[30.00] :[o.oo o.oo] :[o.oo]
©~10.00 0.00 ©~130.00 ho=10.00 0.00 ho=10.00
x*) =10.00,1.00]" h® =[0.00,0.76]"

o) = 0 (Wigx™) + big + Wioh® + byo) (49)
= 0([30.00,30.00] ") (50)
—[1.00,1.00]" (51)
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Memory Contribution at t = 4: ()

30.00  0.00 0.00 0.00 0.00 0.00
W"E_[ 0.00 30.00] b"é_[o.oo] W”C_[o.oo o.oo] b”a_[o.oo]

x*) =10.00,1.00]" h® =[0.00,0.76]"
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Memory Contribution at t = 4: ()

30.00 0.00 0.00 0.00 0.00 0.00
R R [ Y N

0.00 30.00 0.00 0.00 0.00 0.00
x*) =10.00,1.00]" h® =[0.00,0.76]"
¢ = tanh(Wisx(® + b + Wiigh® + byz) (52)
= tanh([0.00,30.00] ") (53)
—1[0.00,1.00]" (54)
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Forward message at time step 4

fa Cs Iy Ca
[0.00,0.00] [0.00,1.00]" [0.50,0.00]" [0.00,1.00]

= Message forward (c4)

Cy :f4 oC3+ i4 o 54 (55)
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Forward message at time step 4

f4 C3 Iy Cs
[0.00,0.00] " [0.00,1.00]" [0.50,0.00] " [0.00,1.00]

= Message forward (c4)

Cq :f4 oC3+ i4 o 64 (55)
—[0.00,0.00]" 0[0.00,1.00] " 4 [0.50,0.00]" ©[0.00,1.00]"  (56)
(57)
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Forward message at time step 4

f4 C3 I4 64
[0.00,0.00]" [0.00,1.00] [0.50,0.00]" [0.00,1.00]"

= Message forward (c4)

Cy=foc3+isoCy (55)
—[0.00,0.00]" ©[0.00,1.00] " 4 [0.50,0.00]" ©[0.00,1.00]"  (56)
=[0.00,0.00]" (57)
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Forward message at time step 4

fy Cs Iy Ca
[0.00,0.00] [0.00,1.00]" [0.50,0.00]" [0.00,1.00]"

= Message forward (c4)
¢4 =[0.00,0.00] " (55)

= New hidden (hy)
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Forward message at time step 4

fy Cs Iy Ca
[0.00,0.00]" [0.00,1.00]" [0.50,0.00] [0.00,1.00]"

= Message forward (c,)

¢4 =[0.00,0.00] " (55)

= New hidden (h,)
h4 =040 tanh(C4) (56)
(57)
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Forward message at time step 4

fy Cs A Ca
[0.00,0.00] [0.00,1.00]" [0.50,0.00]" [0.00,1.00]"

= Message forward (c4)

¢4 =[0.00,0.00] " (55)
= New hidden (hy)
hs =04 otanh(c,) (56)
=[1.00,1.00] " o tanh([0.00,0.00] ") (57)
(58)
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Forward message at time step 4

fa Cs Iy Ca
[0.00,0.00] [0.00,1.00]" [0.50,0.00]" [0.00,1.00] "

= Message forward (c4)

¢4 =[0.00,0.00] " (55)
= New hidden (hy)
hy =04 otanh(c,) (56)
=[1.00,1.00] " o tanh([0.00,0.00] ") (57)
=[0.00,0.00] " (58)

Fenfei Guo and Jordan Boyd-Graber | UMD Long Short Term Memory Networks | 29/49



Forward message at time step 4

fy Cs Iy Cs
[0.00,0.00] " [0.00,1.00] [0.50,0.00] " [0.00,1.00]

= Message forward (c4)

¢4 =[0.00,0.00] " (55)
= New hidden (h,)

hs =[0.00,0.00] " (56)

= Prediction y, = softmax(hy) =1
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Summary at t =4

0.00,0.00 A

0.00,1.00 0.00,0.00
clt=1 [ X G \ ol
Ganh>
®
0.00,0.76 ﬁ_’ 0.00,0.00
AN y,
0.00,1.00
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Input Gate at t =5: /;

30.00 0.00 0.00 0.00 0.00 0.00
W"’"[ 0.00 o.oo] b""_[o.oo] Wh'_[GO.OO o.oo] b”"_[—so.oo]

x(®) =[1.00,0.00]" h*) =[0.00,0.00]"
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Input Gate at t =5: /;

30.00 0.00 0.00 0.00 0.00 0.00
R IS R

0.00 0.00 0.00 60.00 0.00 —30.00
x(®) =[1.00,0.00]" h*) =[0.00,0.00]"

i®) = (Wix® + by + Wiyh® + by) (57)

= 0([30.00,—30.00] ) (58)

=[1.00,0.00] " (59)
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Forget Gate at t = 5: f(5)

W, — [0:00 0.00 b [0:00 .. | 0-00 0.00],  [-30.00
" 10.00 0.00 " 10.00 ht~—10.00 —30.00{" | 0.00

x(®) =[1.00,0.00]" h*) =[0.00,0.00]"
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Forget Gate at t = 5: f(5)

0.00 0.00 0.00 0.00 0.00 —30.00
I R G

0.00 0.00 0.00 0.00 —30.00 0.00
x(®) =[1.00,0.00]" h*) =[0.00,0.00]"

1 = o (Wix® + by + Wirh® + byy) (60)

= 0([-30.00,—0.00] ") (61)

=1[0.00,0.50]" (62)
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Output Gate at t =5: 00

0.00 0.00 30.00 0.00 0.00 0.00
W""_[o.oo o.oo] b""_[so.oo] W”"_[o.oo o.oo] b”"_[o.oo]

x(®) =[1.00,0.00]" h*) =[0.00,0.00]"
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Output Gate at t =5: 00

W :[o.oo o.oo] _:[30.00] :[o.oo o.oo] :[o.oo]
©~10.00 0.00 ©~130.00 ho=10.00 0.00 ho=10.00
x(®) =[1.00,0.00]" h*) =[0.00,0.00]"

0 = 0 (Wigx®) + big + Wioh™® + byo) (63)
= 0([30.00,30.00] ") (64)
—[1.00,1.00]" (65)
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Memory Contribution at t = 5: ()

30.00  0.00 0.00 0.00 0.00 0.00
W"E_[ 0.00 30.00] b"é_[o.oo] W”C_[o.oo o.oo] b”a_[o.oo]

x(®) =[1.00,0.00]" h*) =[0.00,0.00]"
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Memory Contribution at t = 5: ()

30.00 0.00 0.00 0.00 0.00 0.00
T [ Y N

0.00 30.00 0.00 0.00 0.00 0.00
x(®) =[1.00,0.00]" h*) =[0.00,0.00]"
¢® = tanh(Wsx(® + b + Wigh® + brz) (66)
= tanh([30.00,0.00] ") (67)
—[1.00,0.00]" (68)
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Forward message at time step 5

f5 C4 i5 55
[0.00,0.50]" [0.00,0.00]" [1.00,0.00]" [1.00,0.00]"

= Message forward (cs)

Cs :f5 OCy + i5 o 65 (69)
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Forward message at time step 5

[0.00,0.50]" [0.00,0.00]" [1.00,0.00]" [1.00,0.00]"

= Message forward (cs)

Cs :f5 oCy+ i5 o 55 (69)
=[0.00,0.50] " ©[0.00,0.00]" + [1.00,0.00] " ©[1.00,0.00]"  (70)
(71)

Fenfei Guo and Jordan Boyd-Graber | UMD Long Short Term Memory Networks |  35/49



Forward message at time step 5

f; Cy i Cs
[0.00,0.50] [0.00,0.00] [1.00,0.00] [1.00,0.00]"

= Message forward (cs)

Cs :f50C4+i5°55 (69)
=[0.00,0.50] " ©[0.00,0.00]" + [1.00,0.00] " ©[1.00,0.00]"  (70)
=[1.00,0.00] " (71)
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Forward message at time step 5

f Cs I Cs
[0.00,0.50]" [0.00,0.00]" [1.00,0.00]" [1.00,0.00]"

= Message forward (cs)
¢s =[1.00,0.00] " (69)

= New hidden (hs)
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Forward message at time step 5

f5 Cq Is Cs
[0.00,0.50] [0.00,0.00] [1.00,0.00] " [1.00,0.00] "
= Message forward (cs)
¢s =[1.00,0.00] " (69)
= New hidden (hs)
hs =05 o tanh(cs) (70)
(71)
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Forward message at time step 5

f Cs I Cs
[0.00,0.50]" [0.00,0.00]" [1.00,0.00]" [1.00,0.00]"

= Message forward (cs)

¢s =[1.00,0.00] " (69)
= New hidden (hg)
hs =05 o tanh(cs) (70)
=[1.00,1.00] " otanh([1.00,0.00] ") (71)
(72)
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Forward message at time step 5

f5 C4 i5 55
[0.00,0.50]" [0.00,0.00]" [1.00,0.00]" [1.00,0.00]"

= Message forward (cs)

¢s =[1.00,0.00] " (69)
= New hidden (hg)
hs =05 o tanh(cs) (70)
=[1.00,1.00] " otanh([1.00,0.00] ") (71)
=[0.76,0.00] " (72)
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Forward message at time step 5

[0.00,0.50]" [0.00,0.00]" [1.00,0.00]" [1.00,0.00]"

= Message forward (cs)

¢s =[1.00,0.00] " (69)
= New hidden (hs)

hs =[0.76,0.00] " (70)

= Prediction y5 = softmax(hs) =0
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Summary at t =5

0.76,0.00 ( A

0.00,0.00 1.00,0.00
clt=1 [ X G \ ol
Ganh>
®
0.00,0.00 ﬁ_’ 0.76,0.00
AN y,
1.00,0.00
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Input Gate at t =6: /;

30.00 0.00 0.00 0.00 0.00 0.00
W"’"[ 0.00 o.oo] b""_[o.oo] Wh'_[GO.OO o.oo] b”"_[—so.oo]

x(®) =10.00,1.00]" h® =0.76,0.00]"
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Input Gate at t =6: /;

30.00 0.00 0.00 0.00 0.00 0.00
R S IS CE

0.00 0.00 0.00 60.00 0.00 —30.00
x(®) =10.00,1.00]" h® =0.76,0.00]"

i®) = o (Wix® + by + Wyh® + by) (1)

=0 ([0.00,15.70] ") (72)

=[0.50,1.00]" (73)
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Forget Gate at t = 6: ()

W, — [0:00 0.00 b [0:00 .. | 0-00 0.00],  [-30.00
" 10.00 0.00 " 10.00 ht~—10.00 —30.00{" | 0.00

x(®) =10.00,1.00]" h® =0.76,0.00]"
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Forget Gate at t = 6: ()

0.00 0.00 0.00 0.00 0.00 —30.00
I R

0.00 0.00 0.00 0.00 —30.00 0.00
x(®) =10.00,1.00]" h® =0.76,0.00]"

1) = o (Wix®) + by + Wih® + byy) (74)

= 0([-30.00,—0.00] ") (75)

=1[0.00,0.50]" (76)
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Output Gate at t =6: 0(®)

0.00 0.00 30.00 0.00 0.00 0.00
W""_[o.oo o.oo] b""_[so.oo] W”"_[o.oo o.oo] b”"_[o.oo]

x(®) =10.00,1.00]" h® =0.76,0.00]"
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Output Gate at t =6: 0(®)

W :[o.oo o.oo] _:[30.00] :[o.oo o.oo] :[o.oo]
©~10.00 0.00 ©~130.00 ho=10.00 0.00 ho=10.00
x(®) =10.00,1.00]" h® =0.76,0.00]"

0 = 0 (Wigx®) + big + Wioh® + byo) (77)
= 0([30.00,30.00] ") (78)
—[1.00,1.00]" (79)
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Memory Contribution at t = 6: &(®)

30.00  0.00 0.00 0.00 0.00 0.00
W"E_[ 0.00 30.00] b"é_[o.oo] W”C_[o.oo o.oo] b”a_[o.oo]

x(®) =10.00,1.00]" h® =0.76,0.00]"
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Memory Contribution at t = 6: &(®)

30.00 0.00 0.00 0.00 0.00 0.00
R R L Y N

0.00 30.00 0.00 0.00 0.00 0.00
x(®) =10.00,1.00]" h® =0.76,0.00]"
¢® = tanh(Wsx(® + b + Wiigh® + byz) (80)
= tanh([0.00,30.00] ") (81)
—1[0.00,1.00]" (82)
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Forward message at time step 6

fs Cs Ig Cs
[0.00,0.50] [1.00,0.00] [0.50,1.00] [0.00,1.00]

= Message forward (cg)

Cs :fG 0 Cs + ie o 66 (83)
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Forward message at time step 6

fs Cs lg Co
[0.00,0.50] [1.00,0.00]" [0.50,1.00] " [0.00,1.00] "

= Message forward (cg)

Cs :fe oC5+ ie o 56 (83)
=[0.00,0.50] " ©[1.00,0.00]" + [0.50,1.00] " ©[0.00,1.00]"  (84)
(85)
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Forward message at time step 6

fe Cs 3 Cs
[0.00,0.50]" [1.00,0.00]" [0.50,1.00]" [0.00,1.00]"

= Message forward (cg)

Cs :f6005+i6°56 (83)
=[0.00,0.50] " ©[1.00,0.00]" + [0.50,1.00] " ©[0.00,1.00]"  (84)
=[0.00,1.00] " (85)
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Forward message at time step 6

fs Cs Ig Co
[0.00,0.50]" [1.00,0.00] [0.50,1.00] T [0.00,1.00]"

= Message forward (cg)
¢s =[0.00,1.00] " (83)

= New hidden (hg)
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Forward message at time step 6

fs Cs I Cs
[0.00,0.50]" [1.00,0.00] [0.50,1.00]" [0.00,1.00]"

= Message forward (cz)

s =[0.00,1.00] " (83)

= New hidden (hg)
hg =0g o tanh(cs) (84)
(85)
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Forward message at time step 6

fe Cs Ig Co
[0.00,0.50]" [1.00,0.00] " [0.50,1.00]T [0.00,1.00]"

= Message forward (cg)

¢s =[0.00,1.00] " (83)
= New hidden (hg)
hg =0g o tanh(c;) (84)
=[1.00,1.00]" o tanh([0.00,1.00] ") (85)
(86)
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Forward message at time step 6

fs Cs Ig Cs
[0.00,0.50] [1.00,0.00] [0.50,1.00] [0.00,1.00]

= Message forward (cg)

¢s =[0.00,1.00] " (83)
= New hidden (hg)
hg =0g o tanh(cg) (84)
=[1.00,1.00] " otanh([0.00,1.00] ") (85)
=[0.00,0.76]" (86)

Fenfei Guo and Jordan Boyd-Graber | UMD Long Short Term Memory Networks | 41/49



Forward message at time step 6

fs Cs lg Co
[0.00,0.50] [1.00,0.00]" [0.50,1.00] " [0.00,1.00] "

= Message forward (cg)

¢s =[0.00,1.00] " (83)
= New hidden (hg)

he =[0.00,0.76]" (84)

= Prediction yg = softmax(hg) =1
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Summary at t =6

0.00,0.76 { At

1.00,0.00 0.00,1.00
clt=1 [ X G \ ol
Ganh>
®
0.76,0.00 ﬁ_’ 0.00,0.76
AN y,
0.00,1.00
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Input Gate at t =7:

30.00 0.00 0.00 0.00 0.00 0.00
W"’"[ 0.00 o.oo] b""_[o.oo] Wh'_[GO.OO o.oo] b”"_[—so.oo]

x() =[1.00,0.00]" h® =[0.00,0.76]"
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Input Gate at t =7:

30.00 0.00 0.00 0.00 0.00 0.00
R IS CE

0.00 0.00 0.00 60.00 0.00 —30.00
x() =[1.00,0.00]" h® =[0.00,0.76]"

1D = o (Wix ") + by + Wyh® + by (85)

= 0([30.00,—30.00] ) (86)

=[1.00,0.00] " (87)
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Forget Gate at t = 7: f(7)

W, — [0:00 0.00 b [0:00 .. | 0-00 0.00],  [-30.00
" 10.00 0.00 " 10.00 ht~—10.00 —30.00{" | 0.00

x() =[1.00,0.00]" h® =[0.00,0.76]"
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Forget Gate at t = 7: f(7)

0.00 0.00 0.00 0.00 0.00 —30.00
I IR

0.00 0.00 0.00 0.00 —30.00 0.00
x() =[1.00,0.00]" h® =[0.00,0.76]"

17 = o (Wix") + by + Wigh® + byy) (88)

= 0([-30.00,—22.85] ) (89)

—1[0.00,0.00]" (90)

Fenfei Guo and Jordan Boyd-Graber | UMD Long Short Term Memory Networks | 44 /49



Output Gate at t =7: 0o(")

0.00 0.00 30.00 0.00 0.00 0.00
W""_[o.oo o.oo] b""_[so.oo] W”"_[o.oo o.oo] b”"_[o.oo]

x() =[1.00,0.00]" h® =[0.00,0.76]"
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Output Gate at t =7: 0o(")

W :[o.oo o.oo] _:[30.00] :[o.oo o.oo] :[o.oo]
©~10.00 0.00 ©~130.00 ho=10.00 0.00 ho=10.00
x() =[1.00,0.00]" h® =[0.00,0.76]"

0" = 0 (Wigx") + big + Wioh® + byo) ©1)
= 0([30.00,30.00] ") (92)
—[1.00,1.00]" (93)

Fenfei Guo and Jordan Boyd-Graber | UMD Long Short Term Memory Networks | 45/49



Memory Contribution at t = 7: &(7)

30.00  0.00 0.00 0.00 0.00 0.00
W"E_[ 0.00 30.00] b"é_[o.oo] W”C_[o.oo o.oo] b”a_[o.oo]

x() =[1.00,0.00]" h® =[0.00,0.76]"
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Memory Contribution at t = 7: &(7)

30.00 0.00 0.00 0.00 0.00 0.00
R R [ T Y N

0.00 30.00 0.00 0.00 0.00 0.00
x() =[1.00,0.00]" h® =[0.00,0.76]"
¢ = tanh(Wisx™ + b + Wiigh® + byz) (94)
= tanh([30.00,0.00] ") (95)
—[1.00,0.00]" (96)
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Forward message at time step 7

f Ce I &
[0.00,0.00] [0.00,1.00] " [1.00,0.00]" [1.00,0.00]"

= Message forward (cy)

C7 :f7 oCg+ i7 o 57 (97)
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Forward message at time step 7

f, Ce iz &
[0.00,0.00] " [0.00,1.00]" [1.00,0.00] [1.00,0.00]

= Message forward (c;)

C7 :f7 o CG + i7 o 67 (97)
—[0.00,0.00]" 0[0.00,1.00] " 4 [1.00,0.00]" ©[1.00,0.00]"  (98)
(99)
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Forward message at time step 7

f; Ce iz ¢
[0.00,0.00] [0.00,1.00]" [1.00,0.00] " [1.00,0.00] "

= Message forward (c;)

C7 :f7 O Cg =+ i7 e} 57 (97)
—[0.00,0.00]" ©[0.00,1.00] " 4 [1.00,0.00]" ©[1.00,0.00]"  (98)
=[1.00,0.00]" (99)
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Forward message at time step 7

f, Cs iz ¢
[0.00,0.00] [0.00,1.00] T [1.00,0.00]" [1.00,0.00]"

= Message forward (cy)
¢; =[1.00,0.00] " (97)

= New hidden (h7)
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Forward message at time step 7

f7 Cs i7 57
[0.00,0.00]" [0.00,1.00]" [1.00,0.00]" [1.00,0.00]"

= Message forward (c7)

¢; =[1.00,0.00] " (97)

= New hidden (h)
h7 =070 tanh(C7) (98)
(99)
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Forward message at time step 7

f, Cs iz ¢
[0.00,0.00] [0.00,1.00] [1.00,0.00]" [1.00,0.00]"

= Message forward (cy)

¢; =[1.00,0.00] " (97)
= New hidden (h7)
h7 =070 tanh(c7) (98)
=[1.00,1.00] " o tanh([1.00,0.00] ") (99)
(100)
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Forward message at time step 7

f7 CG i7 57
[0.00,0.00] [0.00,1.00] [1.00,0.00]" [1.00,0.00]"

= Message forward (cy)

¢; =[1.00,0.00] " (97)
= New hidden (h)
h7 =070 tanh(c7) (98)
=[1.00,1.00] " o tanh([1.00,0.00] ") (99)
=[0.76,0.00]" (100)
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Forward message at time step 7

f7 CG i7 C~7
[0.00,0.00] " [0.00,1.00]" [1.00,0.00]" [1.00,0.00] "

= Message forward (c;)

¢; =[1.00,0.00] " (97)
= New hidden (h;)

h, =[0.76,0.00] " (98)

= Prediction y; = softmax(h;) =0
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Summary at t =7

0.76,0.00 ( A

0.00,1.00 1.00,0.00
clt=1 [ X G \ ol
Ganh>
®
0.00,0.76 ﬁ_’ 0.76,0.00
AN y,
1.00,0.00
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What'’s going on?

What'’s the classification?

What inputs are important?
= When can things be forgotten?

How would other sequences be classified?
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